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more second data objects based on the consistency score,
determine priority valucs associaled with the modilications
o the one or more (irst dala objects.
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Establish data communication with remote systems I’/
304

Read settings of the remote systems l’/
i 306

Based on the settings, read one or more data objects from the |K

remote systems
y /308
Optionally catch the one or more data objects

I

Store the one or more data objects based on an extensibie data
model

I

Optionally, read statistics of data objects stored in the remote {
systems

'

314
Write back to the remote systems any data objects that are changed ’{

310
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312

in the intelligent talent platform

|

Optionally, log aclivities associated with the one or more data objecis
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FIG. 3
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600

4

602
determine a historical list of all inactive (dispositioned) data objects
that have since had a subsequent modification
v 604

Based on the historical list of data objects, identify a second list of /
data objects that are associated with a high priority value

l 606

Calculate a median time elapsed from the time a data object was
made inactive and dispositioned to when it had important changes
for all data objects on the second list

l 608

Compare the median time to the time elapsed on an actual inactive /
dispositioned data object with a modification {o predict whether the
Imodification needs to be treated as a high priority modification or not
for scheduler to schedule a synchronization event

FIG. 6
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1
BIDIRECTIONAL HIGH-VOLUME DATA
SYNCHRONIZATION BETWLEEN
INTELLIGENT PLATFORM ANIY REMOTILL
SYSTEM WITH MINIMAL LATENCY

REFERENCE TO RELATED APPLICATIONS

This application claims priority benelit o .8, Provi-
slonal Application No. 63/210,130 (iled on Jun. 14, 2021.

TECHNICAL FIELD

The present disclosure relates Lo system and method for
dala storages in mulliple systems and data synchronization
among, the same, and in particular 1o a system, method, and
storage medium including executable computer programs
lor bidirectional high-volume data synchronization belween
intelligent platform and remotle system  with  minimal
lateney.

BACKGROUND

An organization such as a company may need 1o hire
talents in the job market to fill job openings. The organiza-
Tion may use multiple intormation svstems to assist the
hiring candidates and also manage employees. The infor-
mation sysiems may include systems for recruiting, appli-
cant tracking. and employee management.

BRIEF DESCRIPTION OF THE DRAWINGS

The disclosure will be understood more [ully [rom the
detailed description given below and from the accompany-
g drawings of various embodiments of the disclosure, The

drawings, however, should not be taken 1o limit the disclo- 3

sure Lo the speeific embodiments, bul are [or explanation and
understanding only.

FIG. 1 illustrates an enterprise HR computing system
according 1o an implementation of the disclosure.

I'ICGr. 2 illustrates an enlerprise [ IR computing system with
dala synchronization according 1o an implementation ol the
disclosure.

FIG. 3 illustrates operations of the remote system adapter
subsystem according 1o an implementation of the disclosure.

I'IG. 4 illustrates a synchronization subsysiem including
components 1o deleel dala inconsislencics and anomalics
according 1o an implementation of the disclosure.

FIG. § illustrates an intelligent talent platform imple-
mented on a scalable compuring infrastructure according to
an implementation ol the disclosure.

IIG. 6 illustrates a lowchart of a method Tor using
machine learning 1o predict priority associated with modi-
fications according to an implementation of the disclosure.

I'IG. 7 depiets a block diagram ol a computer system

operating in accordance with one or more aspects ol the =

present disclosure.
DETAILED DESCRIPTION

Recruiters of the organization (c.g.. human resource (1R)
managers) may vse these information systems 1o perform
functions relating to sourcing, assessing, and recruiting
qualified individuals (collectively referred o as “lalents™)
inside and outside the organization. Two of (he standard
syslems ofien used are the Applicant lracking System (AT8)
and the Human Resource Intormation Systems (HRIS). In
addition to HRIS and ATS, there are other tvpes of HR
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svstems used by HR managers. These standard systems may
have been purchased by the organization and installed on
premise of the organization. Allematively, these standard
systems may be subscribed by the organivation in the lorm
of software as a service (SaaS). The svstems offer an
Application Programming Interface (ATI). In addition 1o
these diserete standard information systems, the recruilers
may also use an inlelligent talent platfomm that is commu-
nicatively connected (e.g., via a communication network) 1o

1 these standard information systems deploved by organiza-

tions wsing the standard svstem ADPL The intelligent talent
platlform may be operated by a third-parly lalent manage-
menl company 1o provide analytical resulls o the organiza-
tion based large data, where the intelligent talent platform
may retrieve the large data thom the diverse standard infor-
mation syslems such as ATS and RIS,

The intelligent talent platform may provide the recruilers
with valuable insights ncluding, but not limited Lo, quanti-
tative metrics or the matching scores to mateh candidates

20 and positions, highliphts on candidate profiles, diversity

analytics lor diversily hiring goals, organivation-wide skill
and capability analylics [or workloree planning. and talent
analyties for recruiting operational excellence. The intelli-
gent talent plattorm may provide the recruiters with usetnl
tunctionalities such as job role library, leads to top prospec-
live candidales. campaigns 1o contact the lop prospeclive
candidales. personalized carcer site (PCS) lor candidates 1o
apply for jobs, and large-scale screening tool for screening
a large nuimber of applicants.

The intelligent talent platform deployed by an organiza-
lion may usc a data system 1o slore dala relaling o the
candidales. jobs, and employees. Correspondingly, cach of
the standard systems may be a remote system that may store
their copies of data that are related to the data stored in the
intelligent talent platform. The data may be stored in the
form ol data objects in a database ol the remole system. The
data objects can be data entrics in the database, the data
entries including descriptions of job positions in the ATS,
candidates tor these job positions which could be inside or
outside the organization, and candidates™ application [iles.
The reeruiters may have accesses o the intelligent talent
platform and the ATS, and the emplovees of the organization
may have accesses to the intelligent talent plattorm and the
HRIS.

The dala objects stored in the inlormation syslems used
by the organivation and in the intelligent talent platlorm may
be updated at each of the information systems or at the
intelligent talent platform from time to time. Further, the
data objects stored in the inlormation systems and the
intelligent talent platform may be related in the sense that the
data object in one system may have been derived [rom
another data object in another system. To ensure the data
consistency among related data objects stored at different
inlormation systems. there are needs 1o automatically syn-
chronize these related data objects bidirectionally between
the intelligent talent plattorm and the information systems of
the customer orpanizations (referred to hereinatter as the
remote systems). The sviochronization needs to be per-
formed at large scale with liltle 1o no human user inlerven-
lion.

In particular, the synchronization between the remote
svstems and the intelligent talent platform may include
synchronization ol dala objects. the metadala associated
with the data objeet. and the fields within the data objects in
the intelligent talent platform and the remole systems. The
svachronization heeds to be complete (or containing the
same set of data fields in both the intelligent talent platform
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and the remote svstems), consistent (or containing the same
values for the data ficlds in both the intelligent talent
platlorm and the remote systems), and resh (changes (o dala
in one system being reflected in the other system wilh
minimum delay).

A syvochronization subsystem that is responsible tor svo-
chromizing data between the imtelligent talent system and the
remole syslem may be [urther required (0 be capable of
handling large quantities of data at scale with high throvgh-
put because large companies may have several million
candidate profiles and tens of thousands of open and closed
positions. capable of synchronizing only the data that have
heen changed and minimixing the number of synchroniya-
Tion attemps 1o achieve efficiency, and capable of gracefully
handling errors raised by the remote svstem to achieve
robustness.

Current enterprise [IR soliware systems are limiled in
their Munctions lor synchronizing data between the intelli-
gent talent system and the remote systems. For example,
current joby boards obtain open positions from ATS and
display the opening posilions on websiles even il the open-
ing position data are incomplete or delayed 1o the job boards.
Further, the number of open positions are typically a few
hundreds 1o a few thovsands for an enterprise, and the job
boards of the enterprise may not trear the throvghput and
elliciency as critical factors in synchronization. Talent sourc-
ing wols enler new prospeetive leads into the remole sys-
tems but rarely svochronize the data hovsed in the remote
systems with the intelligent talent system because the talent

sourcing lools usually do not need o read the data housed in 2

the remole systems. Work[ow ools such as ols lor can-
didate assessments, email & text communication. and c-sig-
nature may be high throughput but may not need complete
or tresh data. Therefore, 10 overcome the above-identified
and other deliciencies. there is 2 need [or a synchronization
subsystem thal is capable ol achicving complete. consislent.
and fresh dala synchromization.

Implementations of the disclosure may provide an intel-
ligent talent plattorm including a svnchronization subsystem
that 1s conligured (o aulomatically synchromize data bidiree-
tionally between the intelligent talent platform and a variely
of remote talent svstems at scale with little to no human
itervention while achieving completeness, consistency,
freshiness in the system and scale/high throvghput, efficient,
and robust data handling.

Implementations ol the  synchronization  subsysiem
include components that may help achieve the syinchroni-
zation requirements. To achieve the completeness of the data
synchromization (or both the intelligent talent system and the
remole syslems conlaining the identical set ol data fields).
the synchronivation subsystem may provide an extensible
data model that is a superset of the data models vsed in the
remote svstems and the data model vsed in the intelligent
talent system. In addition o common ficlds among diflferent
data models. the extensible data model may include custom
fields of different data models and mappings between cus-
tom fields that are related but represented in different for-
mats in different data models. Implementations may also
provide the exiensible data model with dala transformation
macros library. where a macro relers o a single instruction
that expands automatically into a set of instructions to
perform the mapping or transformation trom a first custom
ficld ol a first dala model (o a sccond custom field of a
sccond data model.

To achicve the consistency ol the data synchronivation (or
both the intelligent talent system and the remote system
containing the same value for the same data fields in both
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svstems), the svochronization subsvstem may be imple-
menied as an automated synchronivation system that may
include a synchronization handler lor processing synchro-
nivation lasks and a merge logic lor merging newest versions
of data objects stored in the remote systems and in the
intelligent talent plattorm. The sutomated syvochronization
systlem may  deleet data inconsisiencies and  anomalies
between the intelligent talent platlorm and the remole sys-
tems, and in response to the detection, antomatically update
the data objects 1o make them consistent between the
intelligent talent svstem and the remote svstems. Further, the
automaled  synchronivalion system may  generate  smarl
alerts (o users (e.g., [IR managers) in response Lo deleeling
certain anomalies between the intelligent talent platforn and
the remote systems. The avtomated svnehronization system
may perform actions based on instruciions received from the
user.

To achieve the reshness ol (the data synchronization (or
changes to data i one svstem being reflected in the other
svstem with a minimal delay), the automated synchroniza-
lion system may include a smart scheduler and notification.
The scheduler may automate the synchronization ol data
based on the types of the remote systems and data models.
The automated synchronization system may inclide a web-
hook notification that may generate a notification to the
intelligent talent syslem whenever there is an update o the
data objects in the remole syslems. and a wrileback proce-
dure to write the updated data objects 1o the intelligent talent
svstem in bulk,

To achicve scalability and high throughput in synchroni-
zation (or capable ol handling large quantitics of data), the
automated synchronization syslem may provide an aule
provisioning, architecture that may include a scalable struc-
ture with auto provision queues and schedules.

To achieve a high cfliciency in synchromization {or
capable of synchronizing only the data that have been
changed and minimiving the number ol synchronizalion
attempts), the auvtomated synchronization system may be
confipured with adaptive svochronization including preci-
sion synchronization learning. volume and data rale caps,
and auto shutoll according to rules.

To achieve the robustness in synchronization (or capable
of gracetully handling errors raised by the remote system),
the automated svochronization system may be configured
with aulomated robusiness prolection including aulomated
probes for detecling connectivily and permission. semantic
viaderstanding of common issues and implication of use
cases (e.g., scheduled downtimes, permissions, worlktlow
changes. rate limits), validation rules, and recovery actions
cnabled with key tools [or user when needed.

1G5, 1 illustrates an enterprise R compuling system 100
according to an implementation of the disclosure. As dis-
cussed above, an enterprise (e.g., a large company with a
large number of employees and job candidates applying lor

job openings) may use an intelligent talent platlorm 102 10

manage talents (candidates and/or emplovees). Enterprise
HR computing svstem 100 can be a computing syvstem
including computer processors and storage devices, Alter-
natively. enterprise IR computing system 100 can be imple-
menied in a compuling cloud such as a public cloud. a
ptivate cloud, or a hybrid cloud. Intelligent talent platform
102 may employ a suite of software applications running on
cnterprise [IR compuling syslem T, The suite ol sollware
applicalions may include machine leaming or neural net-
work modules (hat may provide valuable insights into the
talent data, the valuable insights including, but not limited
to, quantitative metrics or the matching scores to match
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candidates and positions, highlights on candidate profiles,
diversity analytics [or diversity hiring goals, organization-
wide skill and capability analytics lor workloree planning.
and talent analytics lor recruiling operational excellence.
Intelligent talent plattorm 102 may acquire the talent data
from remote systems 106A-106C which can be standard
systems that provide different types ot talent data. Examples
of standard sysiems may include the Applicant “Iracking
System (AT'S) and the Human Resource Inlormation Sys-
tems (TIRIS). These standard systems may have been pur-
chased by the organization and/or installed on premise of the
organization. Alternatively, these standard systems mayv be
subscribed by the organization in the form of software as a
service (Saal). Addiionally. intelligent talent platlorm 102
may oblain lalent data rom different vendors. For example.
intelligent talent platform 102 may oblain a [irst portion ol
the talent data from a first remote system 106A and obtain
a second portion of the talent data from a second remote
system 1068, Intellipent talent platform 102 may vpdate the
talent data stored in the enterprise IR compuling syslem.
Correspondingly. remole systems T06A-T06C may also be
updated from time 1o tine (e.g., talent profiles of new
applicants are entered into the ATS). These updates may
create discrepancies between the talent data stored in intel-
ligent talent platlorm 102 and the data stored in remole
syslems 106A-106C". 1o eliminate the discrepancics
between the talent data stored in intelligent talent platform
102 and the data stored in remote systems 106A-106C,

implementations of the disclosure provide an awomated 3

synchronization subsysiem 104 in intelligent talent platlorm
102, Automaled synchromivation  subsystem 104 may
clude components 1o perform bidirectional high-volume
data sviochronization between intelligent talent plattorm 102
and remole systems 106A-106C.

I'ICr. 2 illustrates an enterprise IR computing sysiem 200
with dala synchronization according (0 an implementation ol
the disclosure. Referring to FIG. 2, enterprise HR commputing
system 200 may include an intelligent talent platform 202
and remole systems 204 (that are connecled o the intelligent
talent platlorm 202 through a communication network 240,
Remote systems 206 may be composed of one or more
individual remote system 218A-218B. Each remote system
218A-218B may be provided by a vendor to serve a certain
HR lunction. I'xamples of remote sysiem 218A-21813 may
include the Applicant Tracking System (ALS) lor managing
the application process of candidates and the Human
Resource Intormation Systems (HRIS) for managing the
carcer cyele ol employees. Remole system 218A-21813 may

store the information o candidales or employees (collee- s

tively referred Lo as talents) as data objects in enltries of their
respective databases, To communicate with the intelligent
talent plattorm 202 and other remote systems, each remote
syslem may provide an application programming inlerlace

(AP 220A-22013 (hat cnables the intelligent talent platlorm s

202 to retrieve data objects stored therein.

The semantics of data objects defined in each remote
system 218A-2188 may vary. This is becavse the remote
syslems 218A-21813 may be provided by dillerent vendors
and cach vendor may have ils own particular semantics o
define data objects. Further, the data objects stored in remote
system 218A-218B may be updated trom time 1o time. The
updales may include the entry ol new data objects relating
1o new candidates andfor new employees, changes ol stalus
or feature values in existing dala objects relating 1o current
candidates and/or emplovees, etc. These varations and
changes of data objects stored in remote systems 218A-
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2188 present technical challenges to data svochronization
with the intelligent talent platform 202,

Intelligent talent platform 202 may include intelligent
talent sollware applications 210, a data slorage Lo store data
objects (including standard data objects 214 and custom data
oljects 216) according to an extensible data model 212, and
an automaied synchronization subsystem 206. As discussed
above, intelligent talent platform 202 may implement intel-
ligent talent sottware applications 210 to provide valuable
insights into the talent data, the valuable insights including,
but not linited to, quantitative metrics or the matching
scores o malch candidales and positions. highlights on
candidale proiiles, diversilty analylics lor diversily hiring
goals, organization-wide skill and capability analytics for
workforce planning, and talent analvtics for recruiting
operational excellence. In one implementation. the inlelli-
genl Lalent soliware applications 210 can be a suile of
soltware applications that include machine leaming or neu-
ral network modules. The machine learning or neural net-

20 work modules may have been trained on training data so that

the intelligent talent sollware applications 210 may be
deployed to provide the valuable insights into (the talent data.

The intelligent talent software applications 210 may
require data objects obtained from remote systems as iputs
to the machine learning or neural network modules therein.
To facilitale operations ol the intelligent 1alent sollware
applications 210, intelligent talent platform 202 may include
a data storage to store (or cache) data objects obtained from
remote systems 218A-218B. For reasons discussed above,
the data objects stored in intelligent talent platform 202 may
include discrepancics [rom the related data objeets stored in
remole systems 218A-21813 because ol the constant updates
to these data objects by these svstems. Further, the format of
data objects stored in intellipent talent platform 202 may
diller [rom those stored in remote systems 218A-21813. To
maintain complele, consistent, and [resh talent data. intelli-
gent talent platlorm 202 may include an aulomated synchro-
nization subsystem 206 to perform data synchronization.

To achieve the completeness of data syvnchronization, in
one implementation. intelligent talent platform 202 may
cmploy an extensible data model 212 (o ensure a compre-
hensive compatibility with different kinds ot data objects
defined by remote svstems 218A-218B. Extensible dam
model 212 in this disclosure refers o a superset of the data
models used by all the remole systems and the data models
ol the imtelligent talent platlorm’™s own soltware products.
Extensible data model 212 may provide flexible support 10
all tvpes of data models including standard data objects 214
and custom dala objects 216, Standard data objects 214 can
be those data objectls that are delined in a data object library
ol intelligent talent platform 202, "Thus, standard data
objects 214 are those that are known remote systems 2184A-
2188 and/or intelligent talent platform 202,

l'or those data objects that are nol defined in (he data
objeet library, extensible data model 212 may provide cus-
tom data objects 216 that allow intellipent talent platform 1o
read an undefined data object from remote systems and
output such data objects back to the remote systems. The
cuslom data objects 216 may include user-defined entries,
and cach entry may include custom identilication lelds. data
type, and data valves. In this way, custom data objects 216
may accommodate undefine data objects (e.g., a new data
object type). Intelligent talent platform 202 may Turther
implement mappers and (ranslormers ol dala objects. A
mapper may map a data objeet oblained [rom the APl ol a
remote system to a standard data object 214 or a custom data
olject 216. A transformer can be macros that may be
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executed to extract certain information from a data object
and transform the information inte one ol a standard data
object 214 or a custom data object 216, 13y using the
exlensible data model 212, automaled synchronization sub-
system 206 may achieve complete data svochronization.

Automated svochronization subsystem 206 may include
lurther components o achieve consislent and lresh data
synchromization. Relerring lo I, 2, aulomated synchromi-
zation subsvstem 206 may turther include remote system
adapters 222A-2228, base adapter 224, data object svnchro-
nization handlers 226A-226B, svochronization handler 228,
synchromization worker 230, smart scheduler 232, Webhook
234, and robusiness subsystem 236, These components may
wotk collaboratively to achieve complete, consistent, and
fresh data svochronization for intellipent talent platform
202,

In one implementation, automated synchronization sub-
syslem 200 may include a remote system adapler subsyslom
which further includes remote system adapters 222A-222B
and base adapter 224, For each remote svstem 218A-218B,
aulomated synchronization subsyslem 206 may provide a
corresponding remole system adapler 222A-22213. Remole
system adapter 222A-222B may include hardware circuit
that is configured or programmed to connect to a corre-
sponding remote system 218A-218B for retrieving data
objects [rom the remote system in a first direction ol dala
trarmsmission and/or wrile dala objects Trom intelligent talent
platform 1o the remote svstem in a second direction of data
transmission. While remote system adapter 222A-222B8 may
include code customived lor cach corresponding remole
syslem 218A-21813, base adapler 224 may include code that
is commonly applicable o all remole systems 218A-21813.

The remote svstew adapter subsystem may be configured
10 define intelligent talent plartorm’s data communication

with remole systems 218A-21813 in (he lollowing aspecls. 3

The remole system adapler subsystem may include hardware
cireuil thal may be conligured lo operations relaling o
teracting with the remote systems 218A-218B. FIG. 3
illustrates operations 300 of the remote system adapter
subsystem according 1o an implementation of the disclosure.
Operations 300 may be perlormed by processing devices
that may comprise hardware (e.g., circvitry, dedicated
logic), computer readable instructions {(e.g., run on a general
purpose computer svstem or a dedicated machine), or a
combinalion ol both. lior simplicity ol explanation. the
operations 300 are depicted and desceribed as a series ol acts.
However, acts in accordance with this disclosure can occur
i1 various orders and/or concurrently, and with other acts not
presented and deseribed herein.

Referring 1o PG, 3. at 302, the remole sysiem adapler s

subsystem ol autlomated synchronivation sysiem 206 may
establish data communication with remote svstems 218A-
218B. To establish the data communication, the remote
syslem adapler subsysiem may initiate the contacl with the

remole systems 218A-21813 using valid credentials {c.g.. s

user identification, password, and two-factor verification),
and then maintain the data communication channel on an
ongoing basis. In one implementation, the remote system
adapler subsyslem may be conligured with auto-retry in the
evenl of losing the data communication with the remole
systems 218A-218B (e.g., restarting the remote systems
atter the remote svstems were shut down for maintenance).
In this way. the remole sysiem adapler subsystem may
mainlain a stable bidireetional dala communication channel
with remole systems.

At 304, the remote system adapter subsystem may read
setting parameters of the remote systems 218A-218B. The
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setting parameters may include information that is useful for
the data communication between the remote system adapler
subsgystem and remole systems 218A-21813. Lxamples ol
selling parameters may include the ime zone ol the remote
systel,

At 306, the remote system adapter subsystem may read,
based on the selling paramelers. one or more data objects
from the remole systems 218A-21813. In one implementa-
tion, the remote system adapter subsystem may read all the
data objects stored in a remote system. Alternatively, the
remote system adapter subsystem may read selected data
objects according o rules {(e.g.. modified data objects since
last read according 1o a timestamp, or data objects lltered
according a value stored in a field of the data objects such
as those data objects whose work experience field is greater
than 2 years). The rules are provided by the synchronivalion
subsystem which is described in the [llowing sections. The
retricved data objeets can be one-olT data objocts or a balch
of data objects.

At 308, the remote system adapter subsystem may option-
ally cache the data objects retrieved [rom remole syslems
218A-21813 in their native [orms. This may save the lime o
re-fetch them from remote systems 218A-218B.

At 310, the remote system adapter subsystem may store
the one or more data obyjects retrieved from remote systems
218A-21813 in a dala storage of intelligent talent platlorm
according extensible data model 212, "The storing may
include map and transform the one or more data objects
according 1o extensible data model 212 into standard data
objects 214 andiéor custom data objects 216 so (hal they are
in the form that can be used by intelligent talent applications
210,

At 312, the remote system adapter subsystem may option-
ally read statistics of data objects stored i remote systems
218A-21813. The statistics can be. [or example. the number
ol open job positions in the ATS. The statistics may be used
for checking whether there is a need lor an update o the data
oljects stored in the remote systems 218A-218B. For
example, the statistics changes between two accesses of the
same remole system indicale at least one data objeet stored
in the remole system has been modified. and therelore, a
svachronization event may be scheduled.

At 314, the remote system adapter subsystem may write
back to the remote systemms 218A-218B any data objects (or
any (1clds within the data objects) that have been changed in
the intelligent talent platform 202. The wrile-back may help
achieve bidirectional data svnchronization so that the data
oljects stored in the remote systems accurately reflect those
stored in the intelligent talent platform 202.

AL 316, the remole system adapler subsysiem may oplion-
ally log activitics associaled with one or more data objeets.
The log data may include, for example, the entity (e.g., vser
id), acts (e.g., read, write), and times (Times of acts), etc. The
logged activity data may be used [or reporting and audiling
purposcs.

Referring to FIG. 2, intelligent talent platform 202 may
include a synchronization subsystem. The svochronization
subsystemn may include data object synchronization handlers
226A-22613 and synchronization handler 228.

Data object synchronization handlers 226A-22613 may
include hardware circuit configured or programmed to per-
form data synchronization for a tvpe of data objects. In one
implementation, data object synchromization handlers 226A-
22613 may be construcled according (o the ype ol data
objects (c.g. candidale, positiom. employee, or slalislics)
that need 1o be svnced. Data objects may be organized
according to its tvpe in the data storage. Each type of data
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ohjects may be associated with a corresponding data olyject
synchromization handler 226 A-22613. Data object synchro-
nivation handler 226A-22613 is responsible [or synchroniz-
ing the corresponding type of dala objects.

Svnchronization handler 228 may include hardware cir-
cuit configured or programmed 1o perform operations relat-
ing o data synchronization. In pariicular. synchronivation
handler 228 may issuc instruclions 1o dala objeet synchro-
nization handlers 226 A-2268 10 svachronize data objects
stored in the data storage of intelligent talent platform 202
with data objects stored retrieved from remote systems 204,
The synchronivalion makes dala objects stored in the dala
storage ol intelligent walent platform 202 consistent with dala
ohjects stored retrieved from remote systems 204, In one
wplementation, the operations may include composing the
rules according (o which the remole system adapler subsys-
lem may exceule the synchronization ol the dala objects
with remole systems 218A-21813. "The rules may include. but
1ot limited 1o, time range filters (i.e., specitving a time range

and the data objects that are changed during the tine range 2

are subject o synchronivzation), data value [ilers (Le., a
value range lor a ficld ol data objects; 1] the value ol the field
is within the range, the data object is subject to data
syachronization), and a list of data object identifiers (iden-
tifiers of data objects subject to syuchronization), where the
list ol data object identiliers can be an individual data object
identifier or a batch of data object identifiers.

In one implementation, the operations of svachronization
handler 228 may further include determining whether to

store Tull or certain part (c.g., cerlain ficlds) ol data objects. 3

or deleie data objects, where the determination may be based
on whether full or only certain part of the data objectls are
usetul to intelligent talent application 210. A data object may
be removed trom the data storage if the data object is no
longer needed.

In one implementation. the operations of synchronivation
handler 228 may lurther include delermining the latest copy
of data objects received from the remote systems and
merping the latest copy into the data storage of intelligent
talent platlorm 202, This operation is performed because in
4 distribuled computing archilecture, mulliple syne handler
istances may concurrently read the same data object
stance from the remote systems and obtain modified data
ohjects. The latest copy is determined nsing the last moditied
timestamp of the data object inslance.

In one implemeniation, (he synchronization subsysiem
may perform avtomatic detection of data inconsistencies and
anomalies. In a distributed computing architecture, the data
synchromization may require the delection of data discrep-

ancies between the ntelligent talent platform and the remole s

syslems. andior even within the inlelligent 1alent platlorm.
The discrepancies may include the data valve difference for
the same data object stored in different swystems or other
types of discrepancies. “lo this end. the synchronization

subsystem may provide lurther components Lo achieve [asl s

and efficient detection of data inconsistencies and anoma-
lies.

FIG. 4 illustrates a synchronization subsystem 400 inclod-
ing components (o deleet data inconsistencics and anomalics
according 1o an implementation ol the disclosure. Relerring
10 FIG. 4, svochronization subsystem 400 may include a
data processing pipeline 420, a consistency score caleulation
component 404, and an alarm trigger 406. Dala processing
pipeline 402 may include hardware circuil conligured (o
process dala in a series ol operations. In one implementa-
Tion, data processing pipeline 402 may compute raw metrics
for data objects stored in the intellipent talent platform and
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compute the same metdic for data objects stored in the
remole systems al a regular cadence while aulomatically
throttling the compulational load on the remole systems. The
metrics may include high-level metrics and low-level met-
rics. Examples of high-level metrics include the count of
open positions, new applications, and hires. Examples of
lowoer-level metrics include count of job application stages
or ather lields of data object instances. The same metrics are
computed for the remote systems by using API exposed by
the remote system as follows, For example, to get the count
of hires in the remote systems over last one hour, the data
processing pipeline 402 can:

. query the remote system API [or candidale applications
with hired status and a last activity with a tinestamp of
o more than an hour old (tinestamps are expressed in
seconds or millisceonds that have clapsed since Jan. 1,
1970 midnight TTCY:

b. when the remole system API responds with a success
code (e.g., HTTDP 200), extract from the AT response
the count of hired candidates within the last hour;

c. slore the count of hired candidales provided in the AP
response and the time duration over which they were
hired, in this case one hour prior to the request being
made into the database of the intelligent talent plat-
form;
repeal regularly (g, every hall hour) or more [lre-
quenily il the remote system has remaining API rale
limir as specified by the HTTDP X-Ratelimit-Remaining
header. It the remote system responds with a busy
indicator {c.g.. [TT"I'P 429 response code). then throltle
this automatically and relry using a common exponern-
Lial backo retry algorithm until the remole system API
returns the counts.

Consistency score caleulation component 404 may cal-
culale comsistency scores [or dala objects. An example
consistency score can be caleulated lor a given data object
such as job position. candidate, application, cmployee. cle.
The score indicates whether the valve stored in the remote
svsteln is consistent with the value stored in the intelligent
talent platlorm. lior example. il they are the same. they are
consistent; il they are not the same. they are nol consistent.
The consistency scores can also be computed according 1o
segments such as remote system tvpe, enterprise account,
location of job position, or other data object atiributes. For
these segments, the consislency score can be caleulated
based on a simple average. a welghled average Lo cnsure
welght consistency of most important fields is supported, or
other suitable statistic metrics of values in the segment.

Alarm trigger 406 may generale an alarm in response o
determining that the comsislency  scores are outside of
threshold values. The actions taken on the alarms include the
automated synchronization, smart alerts 1o relevant human
vsers, and replays triggered by human users as described in
the Tollowing.

In one implementation. automaled synchronization sub-
svstem 206 may provide smart alerts 1o vsers i response 1o
detecting certain Tvpes of errors. Certain types of errors
during data synchronization may require human vser input
and/or intervention. lxamples ol errors may include expi-
ralion ol credentials o remole syslems. accidental revoca-
tion of granted permissions to remote svstems for accessing
the intelligent talent platform, or a user having only an
accounlt on the intelligent talent platlorm but not on a remole
system. In these cases. the aulomated synchronization sub-
syslem may generale alerls o the relevanl manager user
{e.g., the administrator, the recruiter, the emplovee, or the
external applicant) of the intelligent talent platform. The

i
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alerts may include human interpretable information about
the error and instructions on how 1o reclily the error

In response o receiving the alerts (g, via c-mails or lext
moessages), the manager user may replay reads from remole
systems 1o get the latest copy of the data objects trom the
remote systems. The manager vser can also be notified when
wriles 1o the remole system lailed. lor cxample, when
exlernal candidates submil a job position moments belore
the job position closes, the remote system may disallow the
write, thus resulting in a write tail. The human vser has the
ability 1o mamally open the position in the remote system
and replay the application submission on behall” ol the
candidates.

Reterring to FIG. 2, automated synchronization subsys-
tem 206 may turther include a scheduler 232 and svnchro-
nivation worker 230, where scheduler 232 may gencerale
evenls based on a schedule and synchronization worker 230
may exeeule operalions in response to these evenls. In one
wplementation, scheduler 232 can be a program that may
generate svnchronization events based on a schedule, For
example. scheduler 232 may generale synchronization trig-
gors at defined Gme intervals [or bidirectional synchroniza-
tion between the intelligent talent platform and the remote
systems. The genersted svochronization schedule may
include different tvpes of svochronization events based on
the lypes of changes Lo the data objeets. For cxample, in one
implementation. the synchronization [requency (e.g.. Gmes/
day) may vary based on the types of data objects (e.g., job
position data object or candidate profile data object) or the
Lypes of operations on the data objects {e.g., modification or
creation ol a dala object). Automated synchronization sub-
syslem 206 may provide a wser imlerface including, lor
example, dropdown box for uvser 1o select types of data
ohjects, tvpes of operations, and frequencies of synchroni-
valiom o creale a schedule ol synchronization.

Synchronization worker 230 can be a program running on
the intelligent talent platform 202 that executes synchromi-
zation events according 1o the svochronization schedule
generated by scheduler 232, Svachronization worker 230
may check 10 cnsure thal synchronization permission s
enabled for the remole systems. determine whether (o read
from or write 1o the remote systems, manage the frequencies
of synchronization with each remote svstem, invoke svn-
chronization handler 228 to perform the syvnchronization,
and log the results ol (he syne operation.

In some scenarios, the dala objects stored in remole
systems may be updated (e.g., wmodification of talent pro-
files) at the remote systems, thereby cavsing discrepancies
helween the data objects stored in the remole systems and

those in the intelligent talent platform. For such scenarios. s

intelligent talent platform 202 may implement Webhook 234
which is a callback generated by the remote systems to the
intelligent talent platform in response 1o the remote systems
delecling an update o the data objectls stored therein, A

Webhook notilication may be generated and transmitted by s:

the remote system to the intelligent talent platform to notity
about changes in data objects stored therein. These notifi-
cations may cause scheduler 232 10 generate a scheduled
synchromization event [or synchronization worker 2300 The
scheduled synchronization event when execuled may cause
data synchronization between remote systems and the intel-
ligent talent platform.

Correspondingly. implementations ol the disclosure may
provide writeback instant or bulk [or updates 10 data objects
stored in the intelligent talent platform. Writeback instant or
writeback bulk can be pertormed by the intelligent talent
platform when a user makes changes in the intelligent talent
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platform to one data object or multiple data objects respec-
lively and causes these changes Lo be wrilten back Lo the
remole syslem. Changes 1o one data object may be wrillen
back immediaiely. Changes o mulliple data objects may be
performed by writing one data object immediately and
queveing the rest tor background processing. The reason 10
wrile the change to one data objecl immedialely s 0 ensure
that the write succeeds. I the wrile [ails, then the crror is
immediately presented to the manager uwser so that the
manager vser can rectify the error. For example, if the
remote system has revoked the permission 1o make this
change (o the data objeets. then the manager user may need
o update the permission in the remole system lirst belore
making the bulk change. In a specific example, when a
manager nser advances 20 applicants in a worldlow, a first
applicant may be advanced first while the other 19 are
queued lor advancement.

The intelligent talent platform may be implemented on a
scalable computing intrastructure 1o provide further flex-

20 ibility to data synchronization. FIG. § illustrates an intelli-

gent talent platform implemented on a scalable compuling
inlrastructure 300 according 10 an implementation ol the
disclosure. As shownin F1G. 5, the scalable intelligent talent
plattorm may include an application server layer 502 and a
data storage laver 504, Application server layver 502 may
include clusters of application servers S10A-31003 on which
the intelligent talent platfom may be implemented and/or
distributed. Application server laver 502 may include vser
devices 506 (e.g., computers or mobile phones) through
which users (c.g.. hiring leam members, job candidales) may
access (he inlelligent talent soliware applications supporled
by the intelligent talent platform. Application server layer
502 may include one or more load balancers 10 manage the
workloads on different clusters of application servers 510A-
S14M3.

Data storage layer S04 may include a first cluster ol
storages  [or storing databases 512, a sceond cluster ol
storages for storing a search index 514 that may be nsed 10
search databases 512 based on queries, and a third cluster of
storages  [or storing analylics of the conlents stored in
databases 512. Databases 512 may slore data objects accord-
ing to the extensible data model. Search index 514 may be
a data structure that a search engine may refer to when
searching for data objects In response o a query. For
cxample, the query can be a job tille, and the resulls can be
the talent profiles of qualified candidates [or (he job title.
Analvties 516 may include statistics derived from contents
in databases 512. Examples of analyvtics 516 may include
current open job posilions, currenl aclive applicants lor a
particular job opening. cle. The dala slorage layer S04 may
achicve scalabilily using multliple shards (a shard is a
horizontal partition in a database or search engine) for each
of the database, search, and analvtics; each shard supports
one or more cuslomer accounts. Thus, mulliple customer
accounls may be implemented across the dala storage layer
504.

Implementations of the disclosure may vse auto-provision
queves and schedules to aclhieve further scalability of data
synchronization. In one implementation. whenever a new
cuslomer account is signed up, an estimaie of the count of
data objects (e.n., candidates and job positions) is deter-
mined vsing data provided with at the sign-up of the
cuslomer account or using cstimates from publicly available
data on the customer. As part ol the ongoing mainlenance ag
the customer account grows ils count ol data objects, 1o
enhance user experience, syuchronizations of currently
modified data objects are performed according to a priority
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quene. Synchronizations of high priority data objects are
perlormed more requently compared Lo the synchronization
ol historical data objects. Aulo-provision queue and sched-
ule may allow spikes in bidirectional synchronization (o
oecur for special situations such as when there is heightened
interest in a company’s job positions.

In one Implementation, the modilications o dala objects
vccurred on the remote systems may be detected by multiple
synchronization workers running on a scalable intellipent
talent platform using a scalable computing intrastructure.
The modifications 1o the data objects may be associated with
different prioritics based on the types ol the dala objects
and/or the types ol modiflications. or such scenarios. imple-
mentations of the automated svochronization subsystem
may provide precision synchronization. In one implemen-
Lation. the synchronization handler may identily the precise
sel ol data objects that have been modilied. "The sel ol data
objects can be stored in the remole systems or in a dala
storage of the telligent talent platform. In a scalable
distributed computing infrastrueture, different svnchroniza-
tion handler instances may identily the same data object as
having been modilied, resulling in duplicated modilied data
ohjects. Therefore, svnchronization handlers may further
remave any duplicates of data objects within a given time
window., Among the set of modified data objects free of
duplicates, the synchronization handlers may identifly those
with high-priority modifications based on predelermined
priority rules. For example, a change 10 a candidate’s active
job application may have a higher priority than a change to

an inactive dispositioned application [rom some time dura- 2

tion in the past. In some implementation, the determination
ol the priority may be carried oul using a leaming algorithm
described below. The scheduler may schedule the data
ohjects with higher priority modifications on a high priority
gquene and on g more [requent synchronization schedule.
Those with lower priorily modifications can be placed on a
low priorily queue or synchronized al ofl-peak hours.

Machine learning may be used to identity a correct time
duration for modifving data objects hased on the historical
dala or past experience. The problem o be solved is that
some inactive dispositioned candidale applications may be
modified for important reasons such as adding the emplovee
I upon hiring, which may be done a few weeks or months
atter the application has been made inactive and disposi-
tioned. Thusg, the aulomated synchronization subsyslem may
predict the priorily assoclaled with modilications o dala
ohjects using 1 machine learning method.

FIG. 6 illustrates a flowchart of a method 600 for vsing
machine learning 1o predict priorily associated with modi-

flcations (o dala objects according 10 an implementation ol s

the disclosure. Method 600 may be perlormed by processing
devices that may comprise hardware (e.g., circoitry, dedi-
cated logic), computer readable instructions (e.g., o on a
general purpose compuler system or a dedicated machine).

or a combination ol hoth. Mcthod 600 and cach of ils 3

individual functions, routines, subroutines, or operations
may be performed by one or more processors of the com-
puter device executing the method. In certain implementa-
tions. method 600 may be performed by a single processing
thread. Allematively. method 600 may be perlormed by two
or more processing threads, each thread executing one or
more individval functions, routines, subroutines, or opera-
tions ol the method.

lor simplicity of explanation. the methods of this disclo-
sure are depicled and deseribed as a serics of acts. owever.
acts in accordance with this disclosure can occur in various
orders and/or concurrently, and with other acts not presented
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and described herein. Furthermore, not all illustrated acts
may be necded o implement the metheds in accordance
with the disclosed subjoct matter. In addition. those skilled
in the art will understand and appreciate that the methods
could alternatively be represented as a series of interrelated
states via a state diagram or events. Additionally, it should
be apprecialed (hat the methods disclosed in this speeilica-
lion are capable ol being stored on an article of manulaclure
to facilitate transporting and transferring such methods 10
computing devices. The term “article of mantacture,” as
vsed herein, is intended 1o encompass a computer program
accessible [rom any compuler-readable device or storage
media.

Asg shown in FIG. &, at 602, one or more processing
devices may determine a historical list of all inactive (or
disposilioned) data objects that have since had a subsequent
modification. The historical list may include data objects
representing applications submitled during a relevant his-
torical time period such as the last 12 months (or multiples
of this to account for seasonality in job applications).

AL 604, based on the historical list ol data objects, one or
more processing devices may identily a second list ol data
oljects that are associated with a high priority value. The
high priority value may be assigned based on the tvpe of the
data objects and the tvpe of modification to the data object.
lior example. a crealion of a new dala objeclt may be
assigned a first high priority value, and a change of candi-
date status (e.g., from applicant 1o hire) may be assigned a
second high priorty valve.

AL 606, one or more processing devices may caleulale a
median (me clapsed [rom the time a dala objecl was made
inactive and dispositioned o when it had important changes
for all data objects on the second list.

At 608, one or more processing devices may compare the
median time o the time clapsed on an actual nactive
disposilioned data objoct with a modification 1o predict
whether the modification needs 10 be treated as a high
priority modification or not for scheduler 1o schedule a
svachronization event.

The above analysis and prediction steps are performed lor
data objects lor cach customer account. and are also exien-
sible to sub organization (e.g., a depariment) within a
custoer account. Further, implementations may provide
recalculation of the medians periodically such as on a
monthly basis (0 learmn any changes in the medians.

Although method 600 is discussed in the conlext of
median time elapsed trom inactive disposition to modifica-
tion again, the method is a non-limiting example for the
candidate application data object. Similar methods may be
applicable (o other data model objects. "The system s
designed 1o Hexibly substitule the median comparison algo-
rithms with supervised machine learning algorithms.

In one implementation, the avtomated svachronization
subsystem may be conligured with data volume andfor rate
caps on dala transmission 1o the remole systems. These
volume and rate caps assighed 1o the remote systems may be
complied by detecting a busy notification (e.g., HTTD 429)
from the remote systems and downsizing of svochronization
workers thal may be assigned o process synchromizalion
lasks [rom the message queue.

The remote systems may expose APl to access data
oljects stored in the remote svstem. The AT are accessed
over [ITTP and typically limit the volume ol data objects
accessod over a time period such as a day, and limit the rate
al which the intelligent talent platfirm can make requests o
the remote svstem APl over a time period such as 60
seconds. When the limits are reached, the remote system
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responds with error codes such as an HTTD 429 error code,
or “Lxporl size 0o large” or “lixport oo many records™
error codes when the talent intelligenee platform makes oo
many requests within a minule or requests more data object
volume than allowed per day, respectively. The svstem then
downsizes the number of active synchronization workers,
which are described earlier. 1o reduce the number of requests
or (o even stop making the request 1o the remole system APL

The sutomated synchronization subsystem may be con-
figured with avto-shut off' the data svachronization. The
automated synchronization subsystem may auto-shut oft the
read from and the wrile inle the remole system when the
remole syslem s down lor scheduled maintenance. or s
unresponsive. [n cases when the remote system has not
granted a specific permission 10 read or write, the intelligent
talent platform may perform a precise aulo-shut ofl opera-
tion on the specilic read or wrile.

In one implementation, automated synchronization sub-
system 206 may further include a robustness subsystem 236
which may ensure that the data platform can avtomatically
and gracelully handle the crrors thal can oceur in a distrib-
uled computing architeclure with a remole system. The
robustness subsystem 236 may provide automated probes
for connectivity and permissions. For example, connectivity
is broken when credentials are incorrectly entered at the
slarl. or credentials expire aller a certain amount of Gime, or
the permissions granted o intelligent talent platform by the
remote system administrator are deliberately or accidentally
revoked. Theretore, the probes may determine whether the

intelligent talent platform has the proper permissions Lo 3

access the remole systems Lo achiceve dala synchronization.
A user may enler a probe through a probe user interface, and
the results of the probe may be reported through a list of
remote systems and the permissions associated with these
remole systoms.

The robustness subsystem 236 may flurther provide
semantic understanding ol common issucs and implication
on use cases (.2, scheduled downtimes, permissions, work-
flow changes, and rate limits). For example, downtime error
mossages are reporled in dilferent ways by remole sysiems.

‘The robusiness subsystem 236 may [urther provide vali-
dation rules for writing changes to data objects into the
remote system and validation rules for storing changes to
data objects made in the remote svstem. An example is the
validation of lagt modified timestamps of the dala object
instance and its fields.

The robustness subsystem 236 may further enable recov-
ery of accidentally corrupted data objects by first recording
a stream ol all changelogs 1o data object instances, ools Lo

view the changelogs. and tools o manually rollback changes s

1o a specilic snapshol and then retry the read or write o the
remote system,

FIG. 7 depicts a block diagram of 1 computer system 700
operating in accordance with one or more aspects ol the

present disclosure. In various illustrative examples. com- s

puter system 700 may implement operations providing an
intelligent talent platform 202 including automated svnchro-
nization subsystem 206 as shown i FIG. 2.

In certain implementations. computer system 700 may be
connected (e.g., via a network, such as a l.ocal Arca Nel-
work (LAN), an intranet, an extranet, or the Internet) to
other computer svstems. Computer system 700 may operate
in the capacilty ol a server or a clienl compuler in a
clicni-server environment, or 4s a peer compuler in 4 peer-
lo-peer or distribuled network environment. Compuler sys-
tem 600 may be provided by a personal computer (PC), a
tablet P'C, a set-top box (STB), a Personal Digital Assistant
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(PDA), a cellular telephone, a web appliance, a server, a
network router, swilch or bridge. or any device capable of
executing a sl of instructions (sequential or otherwise) that
specily actions 1o be taken by thatl device. Further, the lerm
“computer” shall include any collection of computers that
individvally or jointly execute a set (or multiple sers) of
instructions o perform any one or more ol the methods
described herein.

In a further aspect, the computer system 700 may include
a processing device 702, a volatile memory 704 (eg.,
random access memory (RAM)), a non-volatile memory 706
{eg.. read-omly memory (ROM) or clectrically-crasable
programmable ROM (1IEPROMY), and a data storage device
716, which may communicate with each other via a bus 708.

Processing device 702 may be provided by one or more
processors such as a general purpose processor (such as. [or
cxample, a complex instruction scl computing  (CISCT
microprocessor, a reduced instruction set computing (RISCY
microprocessor, a very long instruction word (VLIW)
microprocessor, a microprocessor inplementing other tvpes
ol instruction sels, or a microprocessor Implementing a
combination of types of nstruclion scls) or a speclalized
processor (such as, tor example, an application specific
integrated circuit (ASIC), a field programmable gate array
(FPGA), a digital signal processor (DSP), or a network
Processor).

Computer system 700 may lurther include a network
interface device 722, Computer system 700 also may
include a video display unit 710 (e.g.. an LCD), an alpha-
numeric inpul deviee 712 (e.g., a keyboard). a cursor control
device 714 (c.g.. a2 mouse). and a signal generation device
720

Data storage device 716 wmayv include a non-transitory
computer-readable storage medium 724 on which may store
instructions 726 encoding any one or more ol the methods
or lunclions deseribed herein. including instructions lor
providing intelligent talent platform 202 of FI¢G. 2.

Instructions 726 may also reside, completely or partially,
within volatile memory 704 and/or within processing device
02 during exceulion thereol by compuler sysiem 700,
henee, volatile memory 704 and processing device 702 may
also constitute machine-readable storage media.

While computer-readable storage medivm 724 is shown
in the illustrative examples as a single medivm, the term
“compuler-readable storage medium™ shall include a single
medium or muliiple media {(e.g., a centralized or distribuled
database, and/or associated caches and servers) that store the
one or more sets of executable instructions. The term
“compuler-readable storage medium™ shall also include any
langible medium that is capable of storing or encoding a sel
ol instructions lor exceulion by a computer thal cause the
computer to perform any one or more of the methods
described herein. The term “‘computer-readable storage
medium™ shall include, but not be limited 1o, solid-state
memorics. oplical media, and magnelic media.

The methods, components, and features described herein
may be implemented by discrete hardware components or
may be integrated in the functionality of other hardware
components such as ASICE. FPGAs, DEPs or similar
devices. In addition, the methods, components, and leatures
may be implemented by firmware modules or tunctional
circoitry within hardware devices. Further, the methods,
componenis, and lealures may be implemented in any com-
bination ol hardware devices and compuler program com-
ponents. or In compuler programs.

Unless specifically stated otherwise, terms such as
“recetving,” “associating,” “determining " “updating” or the

D
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like, refer to actions and processes performed or imple-
menied by computer systems thal manipulates and trang-
lorms data represenled as physical {electronic) quantitics
within the compuler system registers and memorics inlo
other data similarly represented as physical quantities within
the computer system memories or registers or other such
information storage, transmission or display devices. Also.
the terms “lirst,” “sccond,” “third.” “lourth,” cle. as used
herein are meant as labels to distingnish among, ditferent
elements and may not have an ordinal meaning according to
their numerical desighation.

I'xamples deseribed herein also relate Lo an apparatus for
perlorming the methods deseribed herein. “This apparatus
may be specially constructed for performing the methods
described herein, or it may comprise a general purpose
computer syslem sclectively programmed by a compuler
program stored in the compuler system. Such a compuler
program may be stored In a compuler-readable tangible
storage medivm.

The methods and illustrative examples described herein
are nol inherently related (o any particular computer or other
apparatug. Various general purposce syslems may be used in
accordance with the teachings described herein, or it may
prove convenient to construet more specialized apparats to
perform method 300 and/or each of its individual fonctions,
routines. subroutines, or operations. xamples ol the struc-
lure lor a varicly of these systems are sel lorth in the
deseription above.

The above description is intended to be illustrative, and

not restrictive. Although the present disclosure has heen 2

deseribed with references o specilic illustrative examples
and implementations, it will be recognived that the present
disclosure is not limited to the examples and implementa-
tions described. The scope of the disclosure should be

determined with reference o the lollowing claims, along 3

with the [ull scope of equivalents 1o which the claims are
entitled.

What is claimed is:

1. A system comprising one or more processing devices
and one or more storage devices [or storing instructions that
when exccuted by the one or more processing devices Lo
wplement an avtomated svochronization svstem for an
intelligent talent platform, the automated svochronization
system comprising:

one or more remole system adaplers. cach of the one or

more remole system adaplers being communicatively
coupled to a corresponding remaote system, to retrieve
obe or more first data objects containing, information
relaling 1o managing lalents;

a synchromization handler to:

obtain, based on identification leatures ol the one or
more first data objects, one or more second data
ohjects trom a storage device associated with the
intelligent talent platlorm;

caleulale a consistency score based on values in the ome
or more first data objects and values in the one or
more second data objects; and

responsive to determining that the one or more first data
objects comprise modifications [rom the one ormore
sceond data objects based on the consislency score.
determine priority values associated with the modi-
fications to the one or more first data objects based
on historical moedification aclivities o the one or
more (irst dala objects. whercin o determine the
priorily  values based on historical modilication
activities 10 the one or more first data objects, the
syiachronization handler is further to:
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determine the historical modification activities com-
prising a list of inactive and digpositioned [irst
data objects that have since had a subscquent
modification:

calculate a corresponding statistic metric for each
first data object in the list based on a time elapsed
from a first data object in the list made inactive
and dispositioned to when the st data object had
a modilicaiion; and

caleulale a corresponding priority value lor cach of
the first data objects based on a comparison
between a statistic metric of the first data object
with the corresponding statistic metric caleulated
for cach ol the first data objects in the list;

a scheduler o generaie a synchronization schedule based
on the priority values: and

a synchronization worler to execute data syachronization
between the one or more first data objects and the one
or more second data oljects in accordance with the
synchronization schedule.

2. The syslem of claim 1. wherein the remole systems
communicatively coupled 1o the one or more remote system
adapters comprise at least one of an Applicant Tracking
Swstemr (ATS) or a Human Resource Information System
(TIRIS).

3. The system ol claim 1, wherein cach ol the remote
svstems comprises an application programming intertace
{ADPT), and wherein to retrieve one or move first data objects
conlaining information relaling 10 managing talents. cach of
the one or more remole system adaplers is o

initiale a communication contact with the corresponding
remote system;

read a setting parameter of the corresponding remote
system:

retrieve. based on the selling parameter, al least one first
data objeet [rom the corresponding remole system: and

map and store the at least one first data object according
10 an extensible data model.

4. The system ol claim 3. wherein Lo retrieve, based on the
selling parameler. al least one [first data object from the
corresponding remote system, each of the one or more
remote svstem adapters is 10 one of!

retrieve all data objects from the corresponding remote
syslem: or

retrieve selecled data objects from the corresponding
remote svstem based on a retrieval rule generated by
the synchronization handler, wherein the retrieval rule
specifics a retrieval criteria comprising atl least one of
a4 modilication lime or a value Tor a field in a data
ubjecl.

5. The svstem of claim 1, wherein the one or more first
data objects and the one or more second data objects are
specilied according o an exlensible data model, and wherein
the extensible dala model comprises:

a standard data object type that is defined in a data object
library, wherein the data object library comprises pre-
determined data object tvpes of data olyjects stored in
the remole systems and in the storage device associated
wilh (he intelligent talent platform: and

a custom data object type that comprises user-defined
entries comprising a custom identification tvpe, a data
Lype, and a data value.

6. "L'he system ol claim 1. wherein in response o deler-
mining that the consislency score 1s oulside a predetermined
range of valve, the svachronization handler is forther 1o
generate an alarm for trggering an antomatic data synchro-
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hization between the intellipent talent platform and the
remole syslems or lo a generate an alarm nolice 10 2 user lor
inlervention by the user.

7. The system of claim 1. wherein Lo delermine priorily
values associated with the modifications to the one or more
first data objects, the svochronization handler is 1o determine
the priority values based on at least one of a type of the
modiflicatioms or a type ol the one or more [irst data objocts.

8. The system of claim 1, wherein o determine the
priority values using a machine learning model that is
trained based on historical modification activities to the one
or more first data objects, the svochronization handler is to:

identity, based on the list of first data objects, a second list

ol first dala objects that are associaled with a high
priority value. wherein the high priority value is deler-
mined based on a dala object type;
caleulate a statistic metric for each first data object in the
second list based on a time elapsed from a first data
olject in the second list made inactive and disposi-
tioned 1o when the [irst data object in the second list had
a modificaiion; and

caleulate the priority value for a first data object based on
a colnparison between a statistic metric of the first data
olject with the statistic metric caleulated for the first
data objects in the second list

9. ‘The syslem of claim 1. wherein the awtomated syn-
chronization system further implements a webhook to
receive a notification generated by one of the remote svs-

lems in response o deteeling a modilication ol dala objects 2

stored in the one of the remote syslems, and wherein in
response o receiving the notification, the webhook is Lo
generate an alarm for triggering an avtomatic data svnchro-
hization between the intellipent talent platform and the

remole syslems or lo a generate an alam netice o a user for 3

inlervention by the user.

10, "The system ol claim 1. wherein the automated syn-
chronization svstem further includes a robustness subsystem
o

periodically transmil a probe 10 cach ol the remole

systems 1o determine conmeclivily and access permis-
sion between the intelligent talent platform and the
remote systems;

validate, based on a validation rule, a writeback of data

objects Lo the remote syslems: or

recover, based on a changelog. corrupted dala objects

stored in the storage device of the intelligent talent
plattorm.

11. The system of claim 1, wherein the intelligent talent
platlorm is implemented on a scalable infrastructure com-
prising an application server layer and a data slorage layer.
wherein the application server laver comprises clusters of
application servers and a load balancer, and the data storage
layer comprises a dala objoct database [or storing dala
objects, a scarch index [or scarching data objects, and an
analytics database for storing analytics, and wherein the data
storage laver is organized according to shards, each shards
being associated with a corresponding customer.

12. A method [or performing data synchronivzation using
aulomated synchronivation subsystem of an intelligent talent
platform, the method comprising:

recerving, by oLe or more remote system adapters each

being communicalively coupled 1o a corresponding
remole system. one or more (irst data objects contain-
ing inlormation rclating (o managing talents:
obtaining, by a syochronization handler based on identi-
fication features of the one or more first data objects,
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one or more second data objects from a storage device
assoclaled with the intelligent talent platform:

caleulating. by the synchronization handler. a consisiency
score hased on values in the one or more lirst data
objects and values in the one or more second data
objects;

responsive 10 delermining thal the one or more [irst data

objects comprise modifications [rom the one or more

second data objects based on the consistency score,

determining, by the svachronization handler, priority

values associated with the modifications 1o the one or

more [irst dala objects based on historical modilication

dclivilies o the one or more first dala objocts. wherein

determining the priority based on historical modifica-

tion activities 1o the one or more first data objects

[urther comprises:

determining the historical modification activities com-
prising a list ol nactive and dispositioned [irst data
ohjects that have since had a subsequent modifica-
tion;

calculating a corresponding statistic metric Tor cach
first data object in the Tist based on a lime clapsed
from a first data object in the list made nactive and
dispositioned to when the first data object had a
modification; and

calculating a corresponding priority value lor cach of
the first data objects based on a comparison between
a statistic metric of the first data object with the
corresponding statistic metric calculated for each of
the [irst data objects in the list

generating, by a scheduler, a synchromization schedule

hased on the priority values: and

executing, by a svochronization worker, data svnehron-

zation between the one or more first data objects and
the ome or more seeond data objects in accordance with
the synchronivation schedule.

13. "The method of claim 12, wherein the remole systems
communicatively coupled 1o the one or more remote system
adapters comprise at least one of an Applicant Tracking
Syslem (ATS) or a [Tuman Resource Inlormation Sysiem
(IIRIS).

14. The method of claim 12, wherein each of the remote
svstems comprises an application programming intertace
{ADPT), and wherein retrieving one or more first data objects
conlaining inlormation relating o managing talents further
comprises:

initiating & comuunication contact with the correspond-

g remote system;

reading a selling parameler of the corresponding remote

syslem:

retrieving, based on the selling parameter, at least one first

data object from the corresponding remote svstem; and
mapping and storing the at least one first data object
according to an extensible dala model.

15. The method ol claim 14, wherein retricving, based on
the setting parameter, at least one first data object from the
corresponding remote system further comprises:

retrieving, by each of the one or more remote system

adaplers, all dalta objects [rom the corresponding
remole system: or

retrieving, by each of the one or more remote system

adapters, selected data objects from the corresponding
remole system based on a retrieval rule generated by
the synchronivation handler, wherein the retrieval rule
specifics a retrieval criteria comprising atl least one of
a modification time or a value for a field in a dama
obiject.
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16. The method of claim 12, wherein the one or more first determine the priority valves based on at least one of a
data objects and the one or more second data objects are type ol the modifications or a type of the one or more
speeified according 1o an extensible data model. and wherein first data objects.

the extensible data model comprises:

; : o ) 19. The method of claim 18, wherein determining the

a standard data object type that is defined in a data object 5 proriry values using a machine learning model that is

library, wherein the data object library comprises pre- grined based on historical modification activities 1o the one
determined data objeet types ol data objects stored in

. . . or more first data objects further comprises:
the remote systems and in the storage device associated . L o e o
with the intellisent talent wlatform: and identilying. based on the 1ist ol [irst data objects, 2 second
7 Iy 2 . . . . . .
a custom data Og'ec‘r e ‘?ha‘r COJJ_{ (rises user-defined 1 list ol first data objeets that arc associaled with a high
i o -.‘J ; ,‘p‘ ide [P tion (voe. 4 dals 1 priorily valuc. wherein the high priority value is deter-
entrics comprising a custom identification type. a dala ; .
type. and a data value mined based on a data object type;

17. 'The method ol claim 12, further comprising in Cal?lula“rlr‘lg aHST %itlbs‘rllc (Jlnemc ‘101‘ e?f:h‘h'?t, daTa‘ c[w‘bj‘ec(;dlfl
response 1o determining that the consistency score is ouside lb"f !’("u.}m IN ) d:“‘ {"I].fl Um"’;’ ‘}pb""t, lmI‘n (; g"l Il.d
a predetermined range of value, generating an alarm for 1 object m the second list made mactive and disposi-
Iriggering an automatic data synchronization between the tiomed lo when the lirst data object in the sceond Tist had
intelligent talent platform and the remole systems or o 4 la Iﬁlot}llhciﬂon;'ar}d alte f first data obiect based
generate an alarm notice 1o a user for intervention by the calculaning 1he priogy value for a Irst data object base
Tser on a comparison between a stalistic metric of the first

lé The method of claim 12, wherein determining priority 2 data objeet with the stalistic metric caleulated for the

) : = s < e NE loele 1 BT S
values associated with the modifications o the one or more lirst data objects in the second list.
first data objecls compriscs: B oom ok ok
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