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Creating an Enriched Talent Profile

Analyze the organization's human resource data on candidates to extract vaiues for (1) employment roles
and corresponding companies and skills associated with the roles, and (2) schools and fields of study
assocaited with the candidate ("profile data”). Profile data may also include hobhies and interests.
410

Y
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Creating a Calibrated Job Profile
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1
SYSTEM, METHOD, AND COMPUTER
PROGRAM FOR AUTOMATICALLY
PREIMCTING THE JOB CANDIDATES MOST
LIKELY TO BE HIRED AND SUCCESSIUL
IN AJOB

1. CROSS-REFERENCE TO RELATED
APPLICATION

This is a continvation application of T1.S. application Ser.
No. 16/558,093 filed Avg. 31, 2019 which is a continuvation
application ol .S, application Scr. No. 16/121.401 f(iled
Sep. 4, 2018, the conlents ol which are incorporated by
reflerence in their entirety.

2. FIELD OF THE INVENTION

This invenlion relates generally 10 machine leaming in
human resource applications, and more specifically 1o vsing
machine learning and enriched candidate and job profiles to
predict the candidates most likely o be hired and successlul
in a job.

3. DESCRIPTION OF THE BACKGROUND ART

liring lor a job and looking lor a job can be [rusirating
expericnces [or both companics and applicants. | luman
resource (HR) personnel are offen overwhelmed by the
volume of resumes they receive, and they find it difficult to

determine which are the best candidates [or a job position. 3

Candidates complain ol applying lo many corporations and
never receiving response. even il they are well-qualified lor
a posted job.

Some soffware solutions exist for enabling an HR depart-

ment o automatically identify relevant candidates. As illug- 3

trated in I'IG 1, such solutions maich resumes (1100 o job
deseriptions (120} uwsing keywork malches and Boolean
searches. There are several disadvantages with these solu-
tions:

1. Poor recall: A keyword scarch is dependent on qualilicd
candidates using the same or similar keywords as the
jol desecription. It the job description is too specific,
qualified candidates who should be considered will be
excluded, resulting in too many “false negative”™ non-
maiches. I the job deseription is oo broad. then many
candidates will match the job deseription, resulling in
many “false positive” matches.

2. Poor precision: HR managers are vnable to make
sophisticaled queries using sysiems based on keyword

maiches. lor example, one cannot scarch lor applicanis =

having a lop 20% carcer trajeclory al their current
emplover,

3. No context: Systems based on kevword matches have
ne understanding ol the skill depth of candidates.

leamability of new skills, relevancy of industry cxpe- s

rience, personality traits, etc. Likewise, such systems
have no understanding of the qualifications of success-
tul past and current applicants tor a role, the similarities
and differences between companics. roles, skills, and
schools. ele.

Even if keywords in a resume match a job description, a
candidate may 0ot be qualified for the position in question.
lor example, the keywords in a resume lor a soliware
engineer with machine leaming experience in the petroleum
indusiry may malch the keywords in a job deseription lor a
software engineer position requiring machine learning at a
social networking company. However, because the indus-

[
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tries are so different, the sofiware engineer with petroleum
industry expericnce may nol be a good it for the social
networking company. Without context, exisling solutions
will produce these “lalse positive™ maiches.

Conversely, an applicant may be missing a skdll listed in
a job description, but that skill may be very learnable by the
applicant. | ixisting solutions have no understanding o[ learn-
abilily ol skills. which resulls in many “lalse negative™
non-malches.

Therefore, there is a need for an improved matching
svstem with a better understanding of both (1) candidates’
experiences, (raits, and current and luture capabilities and
{2y the experiences. traits, and capabilitics thal lead 1o
suceess i a job.,

SUMMARY OF THIE DISCT.OSURL.

The present disclosure deseribes a system, method, and
computer program for automatically predicting which can-

20 didates, out of a plurality of candidates, are most likely 1o be

hired and successlul in a job. An enriched talent profile is
created for cach of (he candidates that includes the candi-
date’s profile/resume data; supplemental data obtained by
analvzing public data sources for candidate activity and/or
work product; data that enables the system 1o uvnderstand
whal roles, skills. companics, schools. and fields ol study are
similar to the candidale’s roles. skills, companics, schools,
and fields of study; data pertaining to the candidate’s peers
and other related entities; talent and personality insights
derived Tor the candidate: and a predicted nexi role lor the
candidate. This provides the system with a deeper under-
standing ol cach candidale beyond whal is typically in a
resume.

Likewise, a calibrated job profile is created for a job
opening that includes the skills. experiences, and traits of
identified “ideal candidates™ flor the job. The calibrated job
profile provides the syslem with a deeper understanding ol
the skills, experiences, and traits required to be hired and
suceesstul in the job.

The ideal candidales in the calibrated job profile may be
identified aulomatically by sclecting people that currently
have the same role as the open job position or previously had
the role. In one embodiment, the system looks at both people
in the role or previously in the role at the hiring organization
and at other similar organizations. [deal candidales also may
be manually entered by a user.

The calibrated job profile also includes job requirements
and preterred/required personality or talent traits inputted by
a user of the system, such as a human resources manager. In
certain embodiments. the calibrated job prolile includes the
skills, experiences, and traits ol identified “unqualificd can-
didates” for the job. The svstem may select vnqualified
candidates by identity candidates that were previously
rejected [or the role at the hiring organivation or al similar
organizations. The calibrated job prolile may alse include
enriched talent profiles of team members for the open role at
the hiring organization.

A deep nevral networl is vsed 1o match enriched talent
profiles o calibrated job proliles. The oulput of the deep
neural nelwork s one or more hiring-related predictions lor
each candidate/job pair inputted into the DNN. The enables
the system to predict the candidates that are most likely 10
be hired and successlul n a job. The top n candidales with
the highest probability of being hired and successlul are
displayed in a user interlace.

In one embodiment, a method tor identifving the top o
candidates tor a job position comprises:
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3
creating, enriched talent profiles for a plurality of candi-

dates lor an organization by perlorming the following

for cach of the plurality ol candidaies:

analyzing human resource (1IRY data o identily (1)
emplovment roles held by the candidate and corre-
sponding companies and skills associated with the
roles. and (2) schools and felds ol study associated
with the candidate (“profile data™):

analvzing public data sources for candidate activity
andfor work product  (“supplemental candidate
data™);

analyving one or more data sources lor dala perlaining
1o entitics relaled 10 the candidale’™s expericnces
(“related-entity data™), wherein the related-entity
data includes data related 1o skills of peers of the
candidate al the candidate’s current employer:

identilying skills. companies, roles. schools. and [iclds
ol study similar o the candidale’s skills, companics.
roles, schools, and fields of study and generating data

that provides the system with an understanding of 2

how the candidaie™s roles, skills, companics relale Lo
other roles. skills, companies, and education {“simi-
larity data™);

deriving personality and talent insights for the candi-
date from the profile data, supplemental candidate
data. and the related-cntity data;

predicting a next role lor the candidate;

creating an enriched talent profile for the candidate
includes the profile data, the supplemental candidate

data. (he related-entity data. the similarity dala, the 3

derived personality and talent insights [or the can-
didaie, and the predicted next role;
creating a calibrated job profile for an open job position
by pertorming the following:

providing a [irst user nlerface via which a user can 3

provide job requirements lor an open job posilion. as
well as one or more preferred or required persomalily
and/or talent traits, wherein the personality and/or
talent traits selectable in the user interface corre-
spond o one or more ol the personality andfor talent
insights derived by the system in crealing the
entiched talent profiles;

receiving, via the vser interface job requirements tor the
opel job position, as well as one or more preferred
or required personality and/or talent (raiis:

identilying ideal candidates [or the open job position
and their corresponding experiences, skills, and per-
sonality and/or talent traits;

crealing a calibraled job profile with the job require-

ments, the ideal candidales and their corresponding =

expericnees. skills. and personality andior (alenis
traits, and the one or more preferred or required
talent and‘or personality traits for the open job
posilion;

inputting data [rom the enriched talent proliles for the s:

candidates and the calibrated job profile into a deep
neural network;

for each of the candidates corresponding to the enriched
talent profiles. oblaining [rom the deep neural network
one or more hiring-related predictions related (o the
candidate and the open job position; and

caleulating a match score for each of candidates with
respeet o the open job position based on the one or
more hiring predictions: and

displaying the top n candidales Tor the job position based
on the match score in a second vser interface, where n
is a positive integer.
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In certain embodiments, the profile data also includes
hobbics and/or interests.

In certain embodiments (he system enables the user 1o
reline the job requirements alier displaying the lop n can-
didates, and wherein, in response 10 the vser refining the job
requirements, the system creates a second calibrated job
profile for the open job position based on the refined job
requirements and repeats the inpulling. caleulaling. and
displaying sleps based on the second calibrated job prolile.

BRIEF DESCRIPTION OF THE DRAWINGS

1G5, 1 is a block diagram that illustrales a prior arl process
of matching resumes to job descriptions.

FIG. 2 is a block diagram that illustrates an overview of
a method for obtaining hirng-related predictions according
lo one embodiment of the methods disclosed herein.

I1G. 3 15 a block diagram that illustrales a method lor
creating an enhanced talent profile for a candidate according
to one embodiment.

1G5, 4 is a Mowchart that llustrales a method [or erealing
an enhanced talent profile [or a candidate according Lo one
cmbodiment.

FIG. 5 is 1 Howchart that illustrates a method for creating
a calibrated job profile for a candidate according to one
cmbodiment.

II1G. 6 15 a block diagram that illustrales a method lor
creating a calibrated job profile for a candidate according 1o
ohe embodiment.

FIG. 7 is a block diagram flow that illustrates a method for
initially training a deep neural nelwork according 10 one
cmbodiment.

FIG. 8 is a block diagram flow that illustrates a method for
refining a deep neural network according to one embodi-
ment.

I'1(3. 9 1 a block diagram [ow that illustrales a malching
method lor according 1o one embodiment.

FIG. 10 is a block diagram that illustrates an example
software architecture according to one embodiment.

DETATLLD DESCRIPTION OF TTI1.
PREFERRED EMBODIMENTS

Ag stated above, the present disclosure describes a sys-
lem. method, and compuler program for predicting which ol
an organization’s candidales, oul ol all the organivation’s
candidates, are most lilely to be hired and suecceed with
respect to an open job position at the organization. The
method is perlormed by a compuder system (Mthe syslem™).
Lo make this prediction. the syslem oblains a deeper under-
standing ol candidales’ experiences, trails, and present and
tuture capabilities bevond what is in a resume. This deeper
vnderstanding of a candidate is reflected in an “enriched
talent prolile™ lor the candidate. which is described below.
The system also oblaing a decper understanding of the
experiences, 1raits, and capabilities for being hired and
suceesstul at a role bevond what is 0 a job description. This
deeper understanding of what it takes to be hired and
successful al a role al an organization is rellecled in a
“ealibrated job profile™ for the role, which is also deseribed
below.

Data from enriched talent profiles and calibrated job
profiles from carlier points in lime, as well as the corre-
spomding interview/hiring resulls, are used (o train 2 1INN,
which learns the dala relationships and patterns (hat best
predict which candidates are likely 10 be successtul in the
hiring process tor a particular job at a particular organiza-
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tion, The DNN is able to discover unforeseen patterns and
relationships belween candidate and job data (hal humans
alone could not ascertain. This enables the DNN 10 make
[uture predictions on which candidales are likely 1o be hired
and successtul in a particular role,

The terms “organization” or “‘company™ may be used
inlerchangeably herein and reler 1o a company or other
organization that cmploys people.

1. Overview of Prediction Process

FIG. 2 illustrates an overview of the methods described
herein.

1.1 Obtaining Decper Understanding ol Candidale’s 1ixpe-
ricnices, ‘Lraits. and Capabilitics (Creating an Lnriched al-
ent Profile)

For each of plurality of candidates, the system obtains (a)
profile data (c.g.. resume data) lor the candidate from an
organization’s 1R data (110). (b) supplemental data related
1o the candidate [rom public data sources (2135}, and () dala
related 1o peers, the candidate’s current emmplover, and other
relevant entities from public and internal data sources (225).
Ag s discussed in more detail below, the supplemental dala
and data related o peers and other relevant entities provide
ingight into the depth, breadth, and quality of candidate’s
capabilities and experiences. For roles, skills, companies,
education, field of study, and/or other profile variables, the
syslem identifies similar skills, companies. education, ficlds
ol study, cle. (230).

The system analyzes the above-describe data 10 derive
further insights about the candidate, including personality
and talent insights lor the candidale (240) and a predicted
nexl role lor the candidate (242). The system creales an
enriched talent prolile (245) with the obtained data and the
system-derived insights. A method for creating the enriched
talent profile is described in more detail with respect to
IPIGE. 3 and 4.

1.2 Oblaining a Deeper Understanding of the lxperiences.
Traits, and Capabilitics for Success in a Job (Crealing a
Calibrated Job Profile)

The svstem obtains a job description and job requirements
(120 lor an open job position. "The system identifics ideal
candidates [or the job and their corresponding experiences.
skills, and traits (250). Examples of ideal candidates are
people who are currently or previously in the position, as
well as previous successtul applicants. The experiences,
skills. and traits of ideal candidate are oblained by retricving
enhanced talent profiles [or the ideal candidates. In certain
embodiments, the system also identifies vngqualified candi-
dates for a position and their corresponding experiences,
skills. and traits (255). as well as the experiences. skills, and
traits ol lcam members lor the job (2607,

The system also oblains required or prelerred talent or
personality traits for the job (265). Specifically, the system
enables a user 1o select from certain talent and personality
traits. The traits available [or selection correspond o the

Lalent and personality insights derived on the candidale side. s

The svstem creates a calibrated job profile with the job
deseription and requirements, the ideal candidates and their
corresponding  experiences, skills, and traits, and the
requiredipreferred  personality and talent traits (270). A
method lor creating the calibrated job profile is desceribed in
more detail with respect 1o FIGS. 5 and 6.

1.3 Matching Enriched Talent DProfiles 1o Calibrated Job
Prafiles

The syslem matches the enriched talent profiles o the
calibrated job profile using a deep neural network (1DNN)
(275). In the preferred embodiment, the output of the DNN
is a plurality of hiring related predictions (e.g., probability of
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being interviewed, probability of being hired, and probabil-
ity ol being in (he position alier a period ol time) (2807, "The
hiring-related predictions are used to caleulale a match score
between the candidale and the job position. The match score
represents the system prediction of which candidates are
most likely 1o be hired and suecesstul at the job position (i.e.,
the higher the maich score, the grealer the probability).

Methods for creating enhanced talent profiles and cali-
brated job profiles, as well as methods for training and vsing
the DNN, are described in maore detail below with respect to
FIGS. 3-10.
4. Creating an nriched Talent Prolile

Ay slated above. an enriched talent profile is created lor
each of an orpanization’s candidates. FIGS. 3 and 4 illus-
trates a method, according 1o one embodiment, for creating
an enriched talent profile lor a candidate.
2.1 Candidale Profile Data from [liring Organization’s [IR
ala

The system analyzes the organization’s HR data (310) on

20 candidates to extract values for the following categories of

data: (17 cmployment roles held by the candidate and
corresponding  companics and skills associaled with the
roles, and (2) schools and fields of study associated with the
candidate (collectively, “profile data™) (step 410). L certain
embodiments, profile data also includes the candidate’s
hobbics and inlerests. Profile dala is provided by the can-
didale on a resume {or the like) or a profile page of a
professional networking site. It primarily relates 1o a nser’s
professional experiences and education, but may also
include a candidale’s hobbics and inicrests. In some cascs,
the system also obtaing profile data from professional net-
working webhsiles.

2.2 Understanding how the Candidate’s Roles, Skills, Com-
panies, and Education Relate to Other Roles, Skills, Com-
panics. and liducation

The system analyrzes (he values extracled in step 410 ina
way (hal enables the syslem Lo understand how the candi-
date’s roles, skills, companies, and education relate to other
past and current candidates’ roles, skills, companies, and
cducation al the present organization and clsewhere (step
4200, In one embodiment, this siep is perlormed by per-
forming the following:

The svstem analvzes profile data for candidates 1o obtain
values tor certain variables, such as roles, skills, com-
panics. schools. and ficlds ol study:

lor cach type o variable. the system normalizes the
variable values;

The svstem builds a sequence for each variable and each
candidate that rellects the order of the candidale’s
expericnecs:

The system runs a similarity model on cach sequence; and

Asg a result of the similarity model, the svstem obtains a
vector representation for each variable value, where
veclor representations of variable values are positioned
in the veetor space such that veetors (hal share common
conitexts in the candidates” profile data are located in
close proximity to each other. See Mikolov, Tomas; et
al. “Efficient Estimation of Word Representations in
Yoclor Space.” arXIV: 13013781, the conlents of
which arc incorporated by relerence herein.

This provides the svstem with an vnderstanding of which
roles are similar to other roles, which skills are similar 1o
other skills, which schools are similar 1o other schools,
which companics are similar 10 other companies. and which
flields ol study are similar to other ficld ol siudy. lor
example, if, from an emplovment perspective, people move
between a social networking company and a search engine
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company more frequently than they move between the
scarch engine company and the petroleum company, then the
syslem will understand that. [rom an employment perspoc-
live, the social networking company is more similar o the
search engine company than the petrolenn compauy. Like-
wise, if many people who know Hadoop also know Hbase,
the system will understand that it is common lor people who
know [Tadoop o leam | base and thus understand that these
are similar skills.

2.3, Supplemental Candidate Data from Public Data Sources

The svstem also analyzes the public data sources (320) tor
candidale activily or work product published or posted on
public sites (“supplemental candidale daa™y (step 4300
Supplemental candidate data is indicative of a candidate’s
capabilities and obtained from sources other than the can-
didaie’s profile data. Ixamples of supplemental candidale
data include awards given o the candidale, publications by
the candidate and associated conlerences, blog postings by
the candidate, online work samples (e.g., Github postings),
and patents on which the candidate is an inventor,

The system also may analyye the organization™s privale
human resource data (310) and the system”™s own proprictary
data (325) for supplemental candidate data. Examples of
supplemental data from such sonrces include past references
for the candidate, the candidate’s past emplovment history
with the organivation (il any), and the candidate’s past
application history (il any) with the organization).

2.4 Related-Entity Data from Public and Proprietary Data
Sources

l'urthermore. the system analyzes public dala sources and 3

the system’s own propriclary database [or data pertaining lo
enlitics relaled o the candidate’™s experiences {(“related-
entity data™) (step 440). Examples of related-entity data are
skills of peers in the same role as the candidate at the

candidale’s current company, data aboul the candidale’s 3

current comparny. the number of cltations 1o the candidale’s
publications. rankings [or a candidale’s schools. and people
at the target orpanization who may koow the candidate.
Related-entity data includes data that cannot be obtained
[rom a candidale’™s resume or supplied by the candidale. In
some cases. the system may also oblain related-entity dala
from the organization’s private human resource data.
2.5 Talent Insights and Personality Insights Derived by the
System

‘The system derives insights aboul the candidale™s person-
ality and the candidate’™s prolessional talents from the can-
didate profile data, the supplemental candidate data, and the
data related to other related entities (step 450). In one
embodiment. the system hag cerlain personality and talent

classification calegories. lor cach clagsilication category. s

the system analyves the prolile data, supplemental data. and
related-entity data to determine whether the candidate meets
the classification criteria. Example of personality ¢lassifica-
tions include “leam player”™. “introver,” “extroverl.” “ana-

Iytical game player.” “high endurance athlete” Criteria for s

being a “team plaver” may be that the candidate play one or
more team sports. For example, if the candidate plays
basketball and soccer, the system may classify the candidate
as a4 “leam player.” Criteria [or being an “extroverl” may
include public speaking or participation in certain types ol
groups or clubs (e.g., fraternities, sororities, ete.). In such
case, if the candidate is a public speaker, the svstem will
classily the candidale as an “extroverl.”” I the candidale runs
marathons, the system may classily the candidate as a “high
endurance athlete.” I the candidate plays chess or other
mental strategy game, the svstem may classity the candidate
as a “analytical game plaver.” It the candidate has more than
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a threshold number of cites 1o histher publications, or is
lollowed a lol on one or more social or professional net-
working siles. the syslem may classily the candidate as an
“inlluencer.”

Examples of talent categories include “top 20% school”
or “top 20% growth progression in role.” The system may
analysc school ranking [rom various external sources 1o
determine il the candidale attended a top 20% school.
Likewise, the system may determine if'the candidate is in the
top X % (e.g., top 20%) in terms of career growth progres-
sion by performing the tollowing:

Ideniily people who have currently or previously had the
same role as the candidate al the candidale’s current
emplover (i.e., peers);

For each of the identified peers, determine many vears
since [inishing schooling that it ook the peer o achicve
the role:

Determine the number of years U ook (he candidaie 1o
achieve the role since finishing schooling;

Normalize 10 account for career breaks and role changes
(c.g., do not count lime taken ofl lor parental leave);
and

Calculate whether the humber of vears it took the candi-
date is within the top x %o.

Current and previous peers may be identified from public
prefessional networking siles and/or [rom the syslem’s own
propriclary dala.

Other talent or personality insights may not be based on
classifications. For example, for each of the candidate’s
current skills, the system may delermine the pereentage ol or
number ol peers al (he candidale’s currenl company or
similar companics also list the same skills. The system may
associate the percentage/number for a sldll with an indicator
of the candidate’s depth in that sldll (i.e., the more peers that
have that skill. (the deeper the candidaie’s depth in that skill
is likely 1o be). The system may also use peer and candidate
data to derive an indicator ol the candidale’s experience in
an indvstry.

2.6 Predicted Next Role

In one embodiment. system-derived insights aboul a
candidate also include the candidate’s predicted next role,
next company, and next skills (step 455). The svstem pre-
dicts a next role using a nevral nerwork that is trained vsing
the emplovment history of many candidates (preterably
across organizations). The syslem may also use the neural
network 1o predict next skills and next companics lor the
candidate. In one embodiment, the system traing an RNN
{separate trom the matching DNN) to predict the next role,
the next skills, andfor next company lor cach candidale in
the talent repository (“the role-prediction RNNTY. To train
the role-prediction RNN, the syslem creates an inpul veclor?
array for each of a plurality of candidates that includes the
tollowing:

lI'or each previous role listed in a candidate’s resume, a
veclor representation ol the role, a veclor representa-
tion of the corresponding company, and a vector rep-
resentation of the corresponding skills.

For each school listed in the resume, a vector represen-
Lation ol the school and a vector representation of the
corresponding fleld ol study.

In other words, the input vector created for each candidate
includes sub-vectors, which are the vector representation of
past roles, skills, companies. and schools in a similarity
model space (see discussion in Scetion 2.2). llach candi-
date’s vectors are applied (o the role-prediction RNN ag
input along with a corresponding target variable. The target
variable for each candidate is a vector that includes a vector
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representation of the candidate’s current role, skills, and
compary. This resulls in an RNN model that predicts a
candidale’s next role, skills. andfor company.

‘The candidaie data used 1o train the role-prediction RNN
need not be limited 10 a particular organization’s candidates.
The more candidate data used 1o train the role-prediction
RNN, the better it will be at predicting, next roles and sldlls.
2.7 lnriched Talent Profile

The system creales an enriched lalent profile Tor the
candidate that includes the profile data (335); the similarity
data 355; the supplemental candidate data (340); the related-
entity data (345), the svstem-derived insights (350) (step
460).

3. Creating a Calibrated Job Proiile

I'IGR. 5 and 6 illustrate a method lor creating a calibrated
job proiile according to one embodiment.
3.1 Job Description and Requirements

The system initiates the process of creating a calibrated
job profile in response to receiving a job description and job
requirements for an open job position (step 5107, This dala
is cnlered by a user, such as an [IR manager. via a user
tertace provided by the system.

In certain embodiments, the system uvses the resulis of its
similarity analysis for many candidates (see section 2.2
dbove) o guide the user in sclecling job requirements or
prelerences. I a user selects a particular skill lor a job
requirement, the system displays other similar skdlls in the
user interface for consideration to add to the job require-

ment. Lor example, il an HR manger selects “UX Design™ 3

lor a skill [or a job opening, the syslem may suggest “User
Interface Design.™ “Graphic Design.” and “Web Design™ as
other skills to add to the job requirements. The same could
be done for role titles, company names, etc.

3.2 Ideal Candidates for the Role and their Experiences. 3

Skills. and I'raits

To creale a calibrated job profile. the system identifies a
plurality of ideal candidates for the job position (step 520).
Examples of ideal candidates are people who are currently
in the same role, people who were previously in the same
role, and other previous successul applicants. These may be
people at the hirng organization or elsewhere. The system
identifies such people by analvzing the hiring organizations
human resouree data, public data sources, and the system’s
own proprictary data lor people who are currently in the
role, previously in the role, or previously applied lor the role
at the hiring organization or elsewhere (e.g., similar com-
panies to the organization). In addition, a vser may specity
ideal candidates via the system’s user interlace.

The system oblains the experiences. skills, and traits ol =

the ideal candidates by retrieving or referencing the enriched
talent profiles of the ideal candidates (see step 560). If one
of the ideal candidates does not vet have an enriched talent
profile, the system creates an enriched talent profile for such
candidate.

The system associates a weight with each of the identitied
ideal candidates (step 530). Candidates currently in the role
(at the hiring organization or elsewhere), candidates previ-
ously in the role (al the hiring organization or clsewhere).
and user-identified ideal candidales are associaled with the
highest weighting. Other previous successtul candidates are
weighted based on how far they made it through the hiring
position. l'or example, ideal candidales may be weighted on
a4 1-4 seale, with 4 being the most welghtl, based on the
lollowing:

Weight 4: Candidates currently in role, previously in role,

or vser-identified ideal candidates.
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Weight 3: Candidates offered a position in the role (but
did not accept).
Weight 2: Candidate who made it lo an in-person inter-
view slage.
Weight 1: Candidates who made it only to the telephone
iterview stage.
3.3 Ungualilicd Candidates lor the Role and their 1ixperi-
cnees, Skills. and Iraits
In certain embodiments, the swvstem also identifies
vuqualified candidates for the position and their correspond-
ing experiences, skills, and traits (step 540). For example,
the system may analyve the hiring organization’s human
resource dala and (he system’s own propriclary dala 1o
identity candidates previously rejected for the role by the
hiring organization or other similar companies/organiza-
lions. "The system oblains the experiences, skills. and traits
ol the unqualificd candidales by retrieving or relerencing the
cnriched talent profiles of the unqualified candidates (see

step 560).

20 3.4 Team Members at the Organization and their Expen-

cnees, Skills. and Iraits

In certain embodiments. a calibrated job prolile also
includes the role’s team members at the hiring organization
and their corresponding experiences, skills, and traits. In
these embodiments, the system analvzes the hiring orpani-
sation’s privale TIR data 1o identify the leam moembers [or
the role (step 3500, Lxamples of (cam members are the
people who will be the managers or co-workers of the person
hired for the role. The system obtains the experiences, skills,
and (raits ol lcam member by retricving or relerencing the
cnriched talent profiles of the leam memboers (slep 560).
3.5 Prelerred or Required Talent and Personality Traits

Asg stated above, the system provides a user interface
where an HR manager (or other user) can enter requirements
for an open job position. The user interface also cnables the
[TR manager o sclect one or more preferred or required
talent and/or personalily traits lor the job opening. The types
of talent and personality traits available for a user to select
corresponding to the type of talent and personality insights
derived by the system in crealed the enriched talent proliles
for candidales. For example, il the talent and personality
insights derived by the system in creating the enriched talent
profiles include “top 20% school,” “top 20% career growth
progression,” and “team plaver,” then these are requirement/
preferences that an [IR manager can seleet for the open job
position.

In creating a calibrated job profile, the system identifies
any talent or personality traits selected by the user for the job
position {(step 370).

3.6 Calibrated Job Profile

A illustrated in FIC. 6, the system creates a calibrated job
profile tor the open position with the following (step 580):

Jol requirements (610) (e.g., skills, education, certifica-

tioms. industry experience. location. [ull time vs. part
time, ele):

Enriched talemr profiles (660) of the identified “ideal

candidates,” plus associated weightings (630);

Enriched talent profiles (660) of identified “vnqualified

candidates™ (650) (In certain embodiments);

Imriched talent profiles (660) of identified weam members

640 (in certain embodiments); and
Any desired talent or personality traits (620, 622) entered
lor the job posilion
4. Training the eep Newral Network lor the Matching
Process

FIGS. 7 and 8 illustrate a method for training the deep

neural network 1o make hiring-related predictions with
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respect to a candidate-job position pair. Specifically, FIG. 7
illustrates a method lor initially training the model using
publicly-available data. and G 8 illustrates a method lor
refining the model using private enlerprise/organization
data.

Reterring 1o FIG. 7, the swstem analvzes public data
sources (710) for candidate profile information for a number
ol people. xamples ol such public data sources are websile
in which people post pralessional experience data. For cach
ol 4 number ol candidates, the sysiem oblains candidale
profile data (715) from the public data source(s) and creates
an enriched talent profile (720) for the candidate at a current
time 1 in accordance with the methods described with respect
1o FIGE. 3 and 4. The system then identifies a job held by
the candidale al an carlier ime 1=x. "The syslem creales a
calibrated job profile (725) for the position al (ime (=x and
creates an enriched talent profile (730) for the candidate at
time t-x. The svstem then inputs data from the enriched

talent profile 1-x and the calibrated job position at time t-x 2

intoe the deep neural network. along with a targel variable at
time (1=x)+1 that indicates the user oblained the job (735).
This results in a preliminary model (770¢) for the deep
nevral network (750). This process can be done for each job
Leld by a candidate. For example, assume the candidate had
a dillerent job al ime (1=y)+1. In such case, the syslem also
may credle an enhanced talent profile lor the candidale at
time t-v and created a calibrated job profile for the job at
Time t-v.

I'IG. 8 illustrates a method (or refining the deep neural 3

nelwork model using an organization’s human resource
data. The syslem analyszes the organization’s IR data (o
identifies job openings at earlier times (e.g., time 1-X, -V,
etc.). For each of the identified job openings, the svstem

identifies the organization’s candidales al that time and 3

creates enriched talent profiles Tor those candidates al that
time. Vor example. il the organization had a job opening at
time t-v, then the system creates enriched talent profiles for
the then-existing candidates as the profiles would have been
1=y (B30}, The system also creales the calibrated job profile
as the profile would have been al ime (=y (840). llach
enriched talent profile‘calibrated job profile pair is nputted
into the deep nevral network (750). The pair is nputted
along with a target variable (860) at time (t-v)+1 that

the application process. and. il so. the degree of success
(e.g., telephone screen, interviewed, hired, in position atter
a period of time). In one embodiment, the model is refined
using dala [rom a plurality of dillerenl organizations (810a-
. 820a-c).

Through the training process. (he 1NN s able o discover
interesting and untoreseen relationships between data in the
enriched talent profiles and the calibrated job positions. For
example. [or cach role. the DNN is able (o discover which

relationships belween a candidale’s expericences, skills, and s

traits and the identified ideal candidate’s experiences, skills,
and traits are most relevant in predicting hiring success tor
a job,

l'urthermore. the veclor representations lor cerlain profile
variables. such as roles, skills. companics, schools. and
fields of study, provide the DNN with an vnderstanding of
which roles are similar to other roles, which skills are similar
10 other skills, which schools are similar (o olher schools.
which companics are similar lo olher companics, and which
fields of study are similar to other field ol study. This in turn
enables the DNN 1o discover during, the training process the
effect of these relationships on the matching process.
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The deep neural network model also can be trained using
cither the methods of FIGE. 7 and 8 alome.
5. Matching Process

1G5, 9 illustrates a piclorial representation ol the malch-
ing process. A calibrated job profile (940) is created tor ajob
opening at Organization X, Enriched talent profiles (930) are
created [or candidates al Organization X. lor cach job-
candidale pair, data [rom the calibraied job profile and the
candidates enriched talent profile are inputted into the DNN
750. The DNN 750 ourputs one or more hiring-related
predictions (980) tor each pair, resulting in a match score for
cach of the inputted candidates al Organization X. Ixamples
ol hiring-related predictions are the probability ol the can-
didate being interviewed, the probability of the candidate
being hired, and the probability of the candidate being
successul in a job afler a period of time (c.g. 1 year).

In one embodiment. the malch score 1s caleulated as
ollows:

The syvstem receives a plurality of hiring-related predic-

tions tor each candidate/job pair

The system mulliples cach probability by a weight [rom

0-1 {e.g., 0.6 lor probability o[ being successul in a job
after a period of time, 0.3 for the probability of being
hired, and 0.1 tor the probability of being interviewed

Svystem adds the weighted probabilities to obtain a match

seore
6. Displaying Ranked Lists of Candidates

The svstem ranks the candidates for the new job opening
based on the mateh score. The system displays the n highest
ranked ol the candidales n the user interface along with an
indicator of cach candidatle’s match score. [n the prelerred
cmbodiment, candidates are displayed in order ol their
match score, and 0 is less than the total number of candidates
in the organization’s candidate pool.

7. Refining Calibrated Job Prolile in Response 1o Matching
Results

The syslem enables a user o refline or change the job
requirements after seeing the ranked list of candidates. For
example, a user may want 1o add or change the skills
associaled with the job. I the user edits the job require-
menis/preferences. the system creales a new calibraled job
profile tor the job and reperforms the matching process.

8. Example System Architecture

FIG. 10 illustrates an example architecture for the system.
The methods deseribed herein may be implemented in other
systems and are not limiled (o the system TO00.

Asg described above, the system obtains candidate and
other data from an organization’s HR data 1080 and public
data sources 1070, 1ata related o the organization’s can-
didales is imported inlo a talent repository 1075 lor the
organization. The talent repository is a database or other
computer-readable storage device. Examples of an orpani-
Zation’s candidate pool include past and current applicants,
past and current employees, past and currenl contraclors,
and relerrals.

The system also has its own proprietary data 1090 with its
history of matching, enriched talent profiles 1o calibrated job
positions across a vadety of organizations. In certain
cmbodiments. this data is used (o train the DNN. oblain peer
data. identily ideal and unqualificd candidate for a calibrated
job profile, and create vector representations of values for
roles, sldlls, companies, schools, and fields of study.

A data import and normalization module 1055 imports
data into the system and nomalizes data values. A veclor
representation creation module 1045 creates the veclor rep-
resentations of profile variable values described in Section
2.2, Data insights module 1035 derives the personality and
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candidate data insights, as well as the predicted next roles.
Data ingights module 1035 uses RNN 1037 1o predict a
candidale’s next role. The enriched talent creation profile
module 1010 creates the enriched talent profiles. which are
stored in talent repository 1075,

The user intertace generator 1030, generates the user
interface screens. This includes the sereens that enable a user
1 enter inlormation for an open job position {c.g., job
requirements, mannallyv-identified ideal candidates, etc.), as
well as the screens with the matching results. The calibrated
job profile creation module 1020 creates the calibrated job
positions. The malching engine 10400 matches enhanced
talent profiles o calibraled job positions using 1NN 1050
and outputs one or more hiring-related predictions tor each
candidate-job pair inputted into the engine. The mateh score
caleulation 10600 calculales maich scores [or candidate/job
pairs using the hiring-relaled predictions oulputling by the
malching engine 10440,

8. General

The methods described herein are embodied in sottware
and performed by a compuler system (comprising one or
more compuling devices) exceuling (he soliware. A person
skilled in the art wounld understand that a computer system
has one or more memory vnits, disks, or other physical,
computer-readable storage media for storing sottware
instructions. as well as one or more processors lor exeeuting
the sollware instructions.

Asg will be understood by those familiar with the art, the
vention may be embodied in other specific forms without
departing [rom the spirit or essenlial characleristics thereol.
Accordingly. the above disclosure is intended (0 be illustra-
live, but not limiting, of the scope of the invention, which is
set forth in the following claims.

What is claimed is:

1. A method for prediciing a malch between a candidate
and & job position lor an organization. the method compris-
ing:

generating, by a computing system comprising one or

more processors, an enriched talent profile associated
with the candidate. the enriched talent profile compris-
ing lirst characleristic values and sceond characleristic
values, wherein the first characteristic values relate to
characteristics being stored in a database as possessed
by the candidate, and second characteristic values are
predicted values by excculing a [irst neural network
modulg;

generating, by the computing system, a calibrated job

profile for the job position, the calibrated job profile
comprising job requirements [or the job posilion; and
execuling. by the compuling syslem. 2 second neural
network module using (he enriched talent profile and
the calibrated job profile as inputs to calculate one or
more hire-related prediction valves for the candidate;
wherein the second neural network module is a deep

neural network (DNNY module, the method lurther s

comprising:

receiving the DNN module trained by adjusting at least
one parameter associated with the DNN module
hased on a traiming enriched talent profile, a training
calibrated job proiile. and a lraining match score
between the training enriched talent profile and the
training calibrated job profile.

2. The method of claim 1, [urther comprising: generaling.
by the compuling syslem comprising one or more proces-
sors, an enriched talent profile associaled with the candidate.
the enriched talent profile comprising first characteristic
values and second characteristic values, wherein the first
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characteristic values relate to characteristics being stored in
4 database as possessed by the candidate. and second char-
acleristic values are predicled values by executing a [irst
neural network module, [urther comprises:
receiving, by the computing system, the first neural net-
work module trained by adjusting at least one param-
eter associated with the first neural network module;

identilying the first characteristic values rom a talent
profile ol the candidaie derived [rom a first dala source
ol the enterprise and rom a sccond data source inde-
pendent from the first data source; and

executing the first nevral nerwork module vsing a first

talent profile of the candidate as an input 1o calculate
the second characteristic values.
3. The method of elaim 2. wherein (he [irst neural network
module comprises a recurrent neural network (RNN) mod-
vle, and wherein the RNN module is trained vsing employ-
ment histories associated with a plurality of prior candidates
of the organization or other organizations.
4. The method of claim 2. wherein the first characteristic
values comprise al least one ol a skill. a role, or a company
associated with the candidate, and wherein the second
characteristic valves comprise at least one of a predicted
slall, a predicted role, or a predicted company associated
with the candidate.
5. The method ol claim 2. lurther comprising:
obtaining the talent profile of the candidate from a human
resource (HR) database of the first data source of the
enlerprise. wherein the talent profile of the candidate
comprises al least one ol an employment role held by
the candidate and skills associaled with the role or a
school and a field of study associated with the candi-
date; and
retrieving, [rom the second data source through a network
communicatively coupled (o the compuling sysiem. al
least ome of candidale’s social network prolile or a
published work product, and generating one or more
supplemental data items based on the at least one of the
candidale’s social network profile or the published
work product.
6. The method of claim 1, wherein the enriched talent
profile turther comprises at least one oft
first data items relating to at least one of peers of the
candidate or the candidate’s employer, and wherein the
peers are employees al candidate’s current employer,

second data mrems relating 1o skills, companies, roles,
schools, and flelds of study that are determined, based
on a similarity model. o be similar o candidale’s
skills. companics. roles. schools. and fields ol study.

third data items relating Lo al least one ol a personalily or
a talent assessment for the candidate based on the talent
profile and at least one of one or more supplemental
daia items. ihe first data llems, or the sceond data llems,
or

a future data item generated vsing the first neural network

module for the candidate relating 1o at least one of a
foture role or a foture company for the candidate.

7. The method of claim 1, wherein generaling. by the
compuling syslem. a calibrated job profile lor the job
position further comprises:

receiving, using a machine programming interface,

desired persomalily trail associaled with the job posi-
tion, wherein the desired personality trait is selectable
using (he machine programming interlace:
identifving one or more target candidates for the job
position, wherein the one or more Target candidates are
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associated with corresponding experiences, skills, and
personality trail malching requirements Tor the job
position: and

generaling the calibrated job prolile o include the job

requirements or desired personality trait, and ohe or
more enriched talent profiles of the one or more target
candidates. wherein the one or more enriched (alent
profiles of the one or more targel candidales comprise
the experiences, skills, and personality and trait asso-
ciated with the one or more target candidates.

8. The method of claim 1, wherein the one or more
hire-relaled prediction values comprise al least one of a
probability 10 be interviewed. a probability o being hired, or
a probability of worldng in the jol position for a period of
Time.

9. "The method of claim 1. lurther comprising:

calculaling a maleh score based on the ome or more

hire-related prediction values: and

presenting, in a first vser interthce, the candidate in a

ranked list inecloding a plurality of candidates at a
ranking position determined according Lo the calculated
maich score value.

10. The method of claim 1, wherein the enriched talent
profile further comprises at least one ot a hobby, a personal
interest of the candidate, a reference for the candidate,
candidale’s past employment activity. or the candidale’s past
application history with an cmployer posting the job posi-
tion, and wherein one or more supplemental data items
further comprise at least one of an award earned by the

candidate. an academic publication by the candidate. an 2

Internet media content authored by the candidate. or a work
sample submitled (o a public forum by (he candidate.

11. A computing syvstem for automartically predicting a
match between a candidate and a job position for an enter-
prise. the compuling syslem comprising:

a4 memory o slore instructions; and

one or more processors. communicatively coupled to the

memaory, to:

generate an enriched talent profile associated with the
candidale, the enriched talent profile comprising first
characteristic values and sceond characteristic val-
ues, wherein the first characteristic values relate to
characteristics being stored in a database as pos-
sessed by the candidate, and second characteristic
values are predicled values by exceuling a first
neural network module:

generate a calibrated job profile for the job position, the
calibrated job profile comprising job requirements
lor the job position; and

execule a second neural network module using the s

enriched talent profile and the calibrated job prolile
as inputs 1o calculate one or more hire-related pre-
diction values tor the candidate;

wherein the second neural network module is a deep

neural network (DNN) module, (he one or more s

processors are further to receive the DNN module
trained by adjusting at least one parameter associated

with the DNN module based on a training enriched

Lalent prolile, a training calibrated job prolile, and a
training match score between the (raining enriched

talent profile and the training calibrated job profile.

12. The computing svstem of claim 11, wherein 10 gen-
crale an enriched talent profile associaled with the candidate.
the enriched talent profile comprising [irst charactleristic
values and sceond charactleristic values, wherein the (st
characteristic values relate 1o characteristics being stored in
a database as possessed by the candidate, and second char-
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acteristic values are predicted valves by executing a first
neural network module. (he one or more processors arc
lurther Lo

receive the [irst neural network module trained by adjust-

g at least one parameter associated with the first
neural network module;

identily the first charactleristic values from a talent prolile

ol the candidate derived from a [irst data source ol the
enterprise and from a second data source independent
from the first data source; and

execute the first nevral network module vsing, a first talent

profile of the candidate as an input o calculale the
second charactleristic values.
13. The computing system of ¢laim 12, wherein the first
neural network module comprises a recurrent neural net-
work (RNN) module, and wherein the RNN module is
trained using cmployment histories assoclaled with a plu-
rality of prior candidales ol the organirzalion or other orga-
nizations.
14. The computing system of ¢laim 12, wherein the first
characieristic values comprise al least ome ol a skill, a role,
or a company associaled with the candidate. and wherein the
second characteristic values comprise at least one of a
predicted skill, a predicted role, or a predicted company
associated with the candidate.
15. The compuling system of claim 12, wherein the one
or more processors are [urther o:
obtain the talent profile of the candidate trom a human
resource (HR) database of the first data source of the
enlerprise. wherein the talent profile of the candidate
comprises al least one ol an employment role held by
the candidate and skills associaled with the role or a
school and a field of study associated with the candi-
date; and
retrieve. [rom the second data source (hrough a network
communicatively coupled (o the compuling sysiem. al
least ome of candidale’s social network prolile or a
published work product, and generating one or more
supplemental data items based on the at least one of the
candidale’s social network profile or the published
work product.
16. The computing system of claim 11, wherein the
enriched talent profile forther comprises at least one of:
first data items relating to at least one of peers of the
candidate or the candidate’s employer, and wherein the
peers are employees al candidate’s current employer,

second data mrems relating 1o skills, companies, roles,
schools, and flelds of study that are determined, based
on a similarity model. o be similar o candidale’s
skills. companics. roles. schools. and fields ol study.

third data items relating Lo al least one ol a personalily or
a talent assessment for the candidate based on the talent
profile and at least one of one or more supplemental
daia items. ihe first data llems, or the sceond data llems,
or

a future data item generated vsing the first neural network

module for the candidate relating 1o at least one of a
foture role or a foture company for the candidate.

17. The compuling system of ¢laim 11, wherein Lo gen-
crate a calibraied job profile for the job position. the one or
mare processors are forther to:

receive, using a machine programining interface, desired

persomalily  trail associaled with the job  position,
wherein the desired personalily trait is seleclable using
the machine programming interlace:

identify one or more target candidates for the job position,

wherein the one or more target candidates are associ-
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ated with corresponding experiences, skills, and per-
sonality trail matching requiremenis lor the job posi-
tion; and

generale the calibrated job profile o include the job

requirements or desired personality trait, and ohe or
more enriched talent profiles of the one or more target
candidates. wherein the one or more enriched (alent
profiles of the one or more targel candidales comprise
the experiences, skills, and personality and trait asso-
ciated with the one or more target candidates.

18. The computing system ot claim 11, wherein the one or
more hire-related prediction values comprise al least one ol
4 probabilily 10 be inlerviewed, a probability of being hired.
or a probability of working in the job position tor a period
of time, and wherein the one or more processors are further
Ln:

caleculale a maich score based on the one or more hire-

related prediction values; and

present, in a first vser interface, the candidate in a ranked

list including a plurality of candidates at a ranking
position determined according 1o the caleulated match
score value.

19. The computing svstem of claim 11, wherein the
enriched talent profile further comprises at least one of a
hobby, a personal interest of the candidate, a reference for
the candidate. candidate’s past employment activity, or the
candidale’s past application history with an employer post-
ing the job position, and wherein one or more supplemental
data items further comprise at least one of an award earned
by the candidate. an academic publication by the candidate.
an Inlernet media conlent authored by the candidate, or a
waork sample submilied to a public lorum by the candidate.
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20. A non-trapsitory computer-readable medium compris-
ing machine-cxecutable code thal, when exceuled by a
compuling syslem comprising onc or more processors,
cnables the compuling system o perlorm operations that
automatically predict a match between a candidate and a job
position for an enterprise, the operations comprising:

generating, by the computing system comprising one or

more processors, an enriched talent profile associated
wilh the candidate. the enriched talent profile compris-
ing [irst skills and socond skills. wherein the (irst skills
are being stored in a database as possessed by the
candidate, and second skills are predicted valves by
exceuling a [irst neural network module;

generating, by the computing system, a calibrated job

profile lor the job position. the calibrated job prolile
comprising job requirements for the job position: and
exceuting, by the compuling system, a sccond neural
network moduole vsing the enriched talent profile and
the calibrated job profile as inputs to caleulate one or
more hire-related prediction values [or the candidate:
wherein the second neural network module 15 a deep
neural network (DNN)Y module, the operations [ur-
ther comprising:
receiving the DNN module trained by adjusting at least
oble parameter associated with the DNN module
based on a training enriched talent profile, a training
calibrated job proiile, and a training match score
between the raining enriched talent profile and the
training calibrated job profile.
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