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ENABLING A CANDIDATE TO ANONYMOUSLY APPLY FOR A JOB AT AN ORGANIZATION

Provide a candidate with an option to anonymously apply for a job position at an organization {e.g., user
clicks on button to apply anonymously and submits resume)
110

k 4

Receive candidate data from a candidate {e.g., receive a resume)
120

¥

Create non-anonymous candidate profile based on the candidate data {(e.g., creating an enriched talent
profile)
130

Y

Create an anonymous profile by "anonymizing” the candidate data in the non-anonymous profile
140

Y

Display the anonymous profile in a user interface for the organization
150

) J

Provide the organization with the option to reject the candidate or explore the candidate further
160

¥
In response to the organization rejecting or passing on the candidate, notifying the candidate
accordingly. Neither the identity nor the non-anonymous profile of the candidate is revealed to the
organization.
170

Y

In response to the organization electing to explore the candidate further, enabling the organization to
contact the candidate and/or to see the full candidate profile at the present time or at a future time.
180

FIG. 1
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Creating an Anonymous Profile

Obtain candidate's non-anohymous profile
210

k 4

Remove candidate data that may influence bias
with respect to one or more defined classes of
potential bias (e.g., gender, age, and race)
230

Remove personally-identifying information
(e.g.. name and address) — —]
220

|
Y

I

|

|

| Abstract candidate data to

| relevant levels for the job

| position (i.e., reduce and distill
| candidate data to what is
|

|

|

|

[

relevant for the job).
20

|
|
|
|
|
|
|
|
| |
| |
| |
J i ¥

Output anonymous candidate profile
250

FIG. 2
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REMOVING CANDIDATE DATA THAT MAY INFLUENCE BIAS WITH RESPECT TO A DEFINED
CLASS OF BIAS

Define a class of potential bias (e.g., age, gender, race)
310

hJ

Obtain a set of training candidates and corresponding training candidate data
320

Y

For each candidate in the training set, classify the candidate with a value for the class
330

Obtain key-value pairs in the non-anonymous profies of the training candidates
340

Y

For each of a plurality of key-value pairs and combinations of key-value pairs, determine if the key-value
pair of the combiration of key-value pairs is indicative or predictive of a particular class value
350

Y
In responsea to a key-value pair of a combination of key-value pairs being indicative or predictive of a
particular class value, conclude that the key-value pair may influence bias with respect 0 the defined
class
360

¥
In creating an anonymous profile for a candidate, remove or substitute {with class-neuiral data) the
key-value pairs and combination of key-value pairs identified as influencing bias with respect to the
defined class
370

FG.3
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EXAMPLE METHOD FOR DETERMINING WHETHER A KEY-VALUE PAIR IS INDICATIVE OR
PREDICTIVE OF A PARTICULAR CLASS VALUE

For each of a plurality of key-value pairs and combinations of key-value pairs in the nen-anonymous
profiles of candidates in a training set, maintain a count of the number of times the key-value pair of the
combination (whichever is applicable) appears for each of the class values
410

hd
For each of the plurality of key-value pairs and combinations of key-value pairs, determine whether the
key-vatue pair or the combination is associated with a particular class value for more than a threshold
percentage of candidates in the training set
420

Y
In response o a key value pair or a combination of key-value pairs being associated with a particular
class value for more than a threshold percentage (e.g., 80%) of the training candidates, conclude that
the key-value pair or the combination is indicative of the class vaiue and, thus, may influence bias with
respect to the defined class.
430

FIG. 4
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EXAMPLE MACHINE-LEARNING METHOD FOR DETERMINING WHETHER A KEY-VALUE PAIR IS
INDICATIVE OR PREDICTIVE OF A PARTICULAR CLASS VALUE

For each of the candidates in a training set, create an input vector with a plurality of key-value pairs and
combinations of key-value pairs obtained from the candidate's non-anonymous profile
51C¢

Y
Input the candidate vectors with the key-value pairs and the combinations of key-value pairs inte a neural
network along with a corresponding target variable for each candidate that indicates the class value of
the candidate
520

Y

Result is a neural network model trained to predict the probability that a key-value pair or a combination
of key-value pairs is associated with a particular class value
53C

Y
For a lkey-value pair of a combination of Key-value pairs having more than a threshold probability { e.g.,
90%) of being associated with a particular class value, conclude that the key-value pair or the
combination is predictive of class vaiue, and, thus, may influence bhias with respect to the class.
540

FIG. 5
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EXAMPLE OF METHOD FOR IDENTIFYING KEY-VALUE PAIRS THAT MAY INFLUENCE GENDER BIAS
{Using Threshold Method)

Use census data to identify male and female names
610

Y

Classify each candidate within the training set as female, male, or unknown based on the candidate's
name
620

Y
Far each of a plurality of key-value pairs and combinations of key-value pairs in the non-anonymous
profiles of the training candidates, maintain a count of the numiber of times the key-value pair ar the

combination appears for male candidates and the number of times the key-value pair appears for female

candidates
630

Y
For each of the key-value pairs and the combinations of key-value pairs, determine if the key-valug pair
of the combination is associated with a particular gender for more than a thresheld percentage of the
training candidates
640

Y
In response o a key-value pair or a combination of key-value pairs being associated with a particular
dender for more thanh a threshold percentage of the training candidates, conclude that key-value pair of
the combination of key-value pairs may influence gender bias
650

FIG. 6
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EXAMPLE OF METHOD FOR IDENTIFYING KEY-VALUE PAIRS THAT MAY INFLUENCE RACE BIAS
{Using Neural Network)

Use census data to associate names with race
710

Y

Classify each candidate within the training set with a race value
720

Y
For each of the candidates in the training set, create an input vector with a plurality of key-value pairs
and combinations of key-value pairs obtained from the candidate’s non-anonymous profile (e.g., from the
candidate’s resume, talent profie, or enriched talent profile)

730

Y
input the candidate vectors with the key-value pairs and the combinations of key-value pairs into a neural
network along with a corresponding target variable for each candidate that indicates the race value of the
candidate
740

hJ

of key-value pairs is associated with a particular race value
750

Y
For a key-value gair or a combination of key-value pairs having more than a threshold probability (e.g.,
90%) of being associated with a particular race value, conclude that the key-value pair o the
combination is predictive of race value, and, thus, may influence bias with respect to race
760

FIG. 7
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EXAMPLE OF METHOD FOR IDENTIFYING KEY-VALUE PAIRS THAT MAY INFLUENCE AGE BIAS
{Using Threshold Method)

Classify each candidate within a training set with an age range using one or more schoaol graduation
dates
810

Y
For each a plurality of the key-value pairs and the combinations of key-value pairs in the training
candidates’ non-anonymous profiles, maintain a count of the number of times the key-value pair or
combination {whichever is applicable} appears for each of the age ranges
820

Y

For each of the key-value pairs and the combinations of key-value pairs, determine if the key-value pair
is associated with a particular age range for mare than a threshold percentage of the training candidates
830

Y
in response to a key-value pair or a combination of key-value pairs being associated with a particular
age range for more than a threshold percentage of the training candidates, conclude that key-value pair
or the combination of key-value pairs may influence age hias
840

FiG. 8
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ABSTRACTING CANDIDATE DATA TO RELEVANT LEVELS

Identify the keys in a non-ancnymaous profile that are relevant for a job role using data from training
candidates across a plurality of organizations
910

Y
For relevant keys, identify at what level the values for the key matters most for the job role. In other
words, for each of the relevant keys, identify whether the actual value for the key matters most for the job
rale or whether an abstracted value for the key matters most (e.g., for the "university” key, does the
particular university attended by a candidate matter or is whether a candidate went to a top 20% school
what matters?).

520

Y

In creating an aneonymaus profile for a non-training candidate, exciude any key-value pairs that are in the
candidate's non-anonymous profile, but are irrelevant for the job role (based on analysis of training
candidate data across organizations)

930

¥
For each of the keys in which an abstracted value matters most for the job role, determine if the
candidate's actual value for the key (in the non-anonymous profile} is encompassed by the relevant
abstracted value
940

Y
If the candidate’s actual value in the non-anonymous profile is encompassed by the relevant abstracted
value, replace the key-value pair with the relevant abstracted value in the anonymous profile {(e.g.,
replace "MIT" with "top 20% of engineering schools” in the anonymous profile). Otherwise, exclude the
key-value pair from the anonymous profile ar replace with an abstracted value applicable to the
candidate {e.g., "US college").

950

FIG. 9
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IDENTIFYING RELEVANT KEYS AND ABSTRACTION LEVELS FOR KEY-VALUE PAIRS USING A
NEURAL NETWORK

QObtain non-anonymous profiles for a set of iraining candidates across a plurality of organizations
1010

Y

Divide the training candidates into two groups: onhe group with people with the applicabie job role, and
one group with people without the applicable job role
1020

Y

For each candidate in the training set, input key-value pairs from a candidate's non-anhonymous profile
data inic a neural network, along with a target variable indicating whether the candidate has the job role
1030

¥

For each of a plurality of keys, compute, using the neural network, how well actual values for the keys
and absiractions of values for the key predict the job role
1049

Ld
If an actual value for a key or an abstraction of a key's value is a good predictor for the job role, conclude
that the kay is relevant. The level {i.e. the base level or an abstraction level) that is the best predictor of
the job role is the level that matters most for that key.
1080

Y

if neither the values for the keys, nor the abstractions of values for the keys, are good predictors,
conclude that the key is not relevant for the job role
1060

FIG. 10
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IDENTIFYING RELEVANT KEYS AND ABSTRACTION LEVELS FOR KEY-VALUE PAIRS USING A
CALIBRATED JOB PROFILE

identify a plurality of “ideal candidates” for a job position (e.g., using a calibrated job profile for the
position)
1110

Y

Retrieve the non-anonymaous prafiles of the ideal candidates ("the ideat candidate data™)
1120

Y

For each of a plurality of keys in the ideal candidate data, determine if any actual values for the key and
aty abstractions of values for the key apply to at least threshold percentage of ideal candidates.
1130

Y

If no actual value or abstraction of values is applicable to at least a threshold number of ideal candidates,
the key is not relevant for the job role
1140

Y
if cne or more actual values or abstracted values is applicable to at least a threshold number of ideal
candidates, the key is relevant for the job role. The lowest level applicable to a threshold percentage of
ideal candidates is the level that matters most for the job role.

1150

FiG. 11
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1
SYSTEM, METHOD, AND COMPUTER
PROGRAM FOR ENABLING A CANDIDATILL
TO ANONYMOUSLY APPLY FOR A JOB

BACKGROUND OF THE INVENTION
1. Field of the Invention

This imvention relates generally o human resource appli-
cations, and more specilically o enabling a candidale Lo
apply anonymously for a job.

2. Deseription of the Background Art

People are sometimes hesitant o apply [or new jobs out
of concern that their current emplover may find out. For
many people, the risk is worth taking only if'there is a decent
chance that they will get the job. To encourage people to

apply. it would be helplul il applicants could apply anony- .

mously and only have their identities revealed aller the
hiring organization has reviewed their resume and deeided it
is interested in speaking with them turther. Theretore, there
i5 a need for a system that facilitates anonymous job
applications.

SUMMARY OF TTIE DISCTOSURIE

The present disclosure describes a svstem, method, and

computer program for enabling a candidate 1o anonyvmously 3

apply for a job position al an organization. The method is
perlormed by a compuler system (“the syslem™).

The system enables a candidale 10 submil candidale data
1o the svstem for the purpose of applving anonvmously for

a particular job at a particular organization. In response to

receiving the candidate data, the system generates a hon-
anonymous prolile lor the candidale. Uor cxample. the
syslem may generale a lalent prolile or an enhanced talent
proiile, as deseribed in U8, palent application Ser. No.
16/121,401, filed on Sep. 4, 2018, and titled “System,
Method, and Computer Program for Antomatically Prediet-
ing the Job Candidates Most Likely 1o be Ilired and Suc-
cesslul in a Job.” the contents ol which are incorporated by
reference herein.

The svstem then generates an anonymous profile for the
candidate from the non-anonymous profile. In certain
embodiments, the anonvmous profile is identical to the
non-anonymous profile, but excludes the candidaie™s name.

In other embodiments, the non-anonymous profile may also s

exclude the following:

The candidate’s address;

Data that is indicative of the candidate’s gender, race,
andi/or age {or data that may influcnce another delined
class of bias): andior

Data that is not relevant to the job position for which the
candidate is applying. As described in more detail
below, this may involve abstracting the candidate’s
data 1o relevant levels Tor the particular job position lor
which the candidale 15 applying.

The system provides the anonymous profile to the orga-
hization to which the candidate is applving and enables the
organizalion 1o rejoect the candidate or explore the candidale
[urther. In response o the organization electing o reject the
candidate. the system notifics the candidate ol the decision
without revealing the candidate’s identity or non-anony-
mous profile 1o the orpanization.

1

[
[y

40

45

.t
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In response to the organization electing to explore the
candidate Turther, the enables the organization o contact the
candidate andior view the non-anonymous prolile al a cur-
rent or later time,

In one embodiment, a method for enabling a candidate to
anonymously apply lor a job al an organization comprising
the Tollowing:

receiving an indication of a candidate’s election 1o anony-

mously apply for the job position;

receiving candidate data for the candidate:

crealing a non-anonymous candidate prolile lor the can-

didate based on the candidate data;

creating an anonymous profile for the candidate by

removing or substiluling data in the non-anomymous
candidate prolile, including excluding the candidale’s
name trom the anonvimous profile;

displaving the anonymous profile in a user interface for

the organization:

providing the organization with an oplion lo reject the

candidate or explore the candidate further; and

in response 10 the organization rejecting the candidate,

noelilying the candidate of the rejection withoul reveal -
ing the non-anonymous candidate profile or the identity
of the candidate to the organization.

BRIEE DESCRIPTION OF THIE DRAWINGS

FIG. 115 a Howehart that illustrates a method for enabling
a candidate to apply anonyvmously for a job at an organiza-
lion according o one embodiment.

(3. 2 is a Mowchart that lustrates a method [or crealing
an anonvmous profile for a candidate according 10 one
embodiment.

1G5, 3 18 a flowcehart that illustrates a method. according
lo one embodiment, lor ideniilying candidate data that may
influence bias with respect to a defined class of bias.

FIG. 4 15 a lowchart illustrates a wethod, aceording 1o one
cmbodiment, for determining whether a key-value pair is
indicative ol a particular class value.

FIG. 5 is a flowchart that illustrates a method, according
to an alternate embodiment, for determining whether a
key-value pair is indicative ol a particular class value.

IFI1G. 6 is a lowchart (hat illustrates an example method
for ideniilying key-value pairs thal may inlluence gender
bias.

FIG. 7 is a flowchart that illustrates an example method
for identilying key-value pairs thal may inlluence race bias.

I1Gr. 8 is a Nowchart (hat illustrates an example method
for identitving kev-value pairs that may influence age bias.

FIG. 9 is g flowchart that illustrates a method, according
to one embodiment, for abstracting candidate data to rel-
cvanl levels lor a job role.

I1G. 1 is a Nowchart that illustrates a method. according
to one embodiment, for determining what kevs in candidate
data are relevant for a job role, and, for kevs that are
relevant. al whal level the key matlers most.

1G5, 11 is a lowchart that illustrates a method. according
lo an allermnate embodiment, lor determining whal keys in
candidate data are relevant for a job role, and, for kevs that
are relevant, at what level the key matters most.

DETATLLD DESCRIPTION OF 1111
PREFERRED EMBODIMENTS

1. Inabling a Candidale o Apply Anonymously lor
a Job

FIG. 1 illustrates a method for enabling a candidate to
apply anonvmously for a job at an organization {(e.g., a
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3

company). The method is performed by a computer system.
The system may be a computer system that identifies polen-
tial candidales [or open job positions and that displays
profiles [or the identified candidates. An example of the
system 15 described in U.S. patent application Ser. No.
16/121,401 {incorporated herein above),

Om a website or in a mobile application that displays open
job postings, the system provides a candidale with an option
1o apply anonymously for a posted job position (step 110).
For example, there may be an “apply anonvmoushy™ button
on an organization's website or in g job-search mobile
application. In cerlain embodiments, selecting the butlon
navigales the candidale o a user interlace provided by the
system, where the candidate is able to upload his‘her can-
didate data to the system. Candidate data is the candidate’s
education and work experiences and may also include other
information. such as a candidale’s hobbics and interests. It
is the type o data typically Tound in a resume. The candidate
data may be in the form of a resume submitted by the

candidate or professional profile data entered nto a user -

interface ol the system.

The syslem receives candidate data submitled by a can-
didate for an anonymous application for a particular job
(step 120). The candidate data may be provided to the
system directly by the candidate or through a third-party
intermediary. such as a server lor a carcer or job scarch
wehsile. The data received by the system also include the
identity of the organization 1o which the candidate is apply-
ing,.

The system creales a non-anonymous candidate profile for 2

the candidate based on the candidate data (step 13070, The
non-anonymous candidaie profile may be a talent profile or
an enhanced talent profile, as descrbed in U.S. patent
application Ser. No. 16/121,401 (incorporated herein
above).

The system then creales an anonymous profile [or the
candidate by aulomatically “anomymiving” the candidale
data in the non-anonymous profile (step 140). Methods tor
“anonymizing”™ candidate data are described with respect to
I"ICE8. 2-11 below. In certain embodiments. the sysiem may
enable the candidate o approve the anonymous profile
betiore sending it to the organization to which the candidate
is applyving.

The svstem enables the organization to which the candi-
dale is applying lo view the anonymous profile (slep 150).
l'or example. the syslem may generale a user interface wilh
a ranked list of prospective candidates for the job and enable
a vser at the organization to view the anonyvmous profile
through this user interlace. For example. when a user

“clicks™ on a candidale in the list, the user will see an s

anonymous prolile 11 the candidate applicd anonymously.
The system provides the organization with the option to

reject the candidate or explore the candidate turther (step

160). 'or example. there may be butlons akin 1o “reject’ and

“explore further” in the user interlace in which the anomy- s

mous profile is displaved.

In response to the orpanization rejecting the candidate, the
system notifies the candidate of the rejection (step 170).
Neither (he identity nor the non-anonymous profile ol the
candidate is revealed Lo the organization. In other words. the
rejected candidate remaing anonymous to the organization.

In response to the organization electing 1o explore the
candidate further. the system enables the organization Lo
contact the candidale andfor to see the non-anonymous
proiile al the present time or a [uture lime (step 180, Por
example, in response to the orpanization electing to explore
the candidate further, the system may provide the orpaniza-
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tion with a name, email and/or phone number for candidate
Lo cnable the organization Lo schedule an inlerview or phone
seroen with the candidate. Allernatively, the syslem may
notily the candidate (hat the organization wishes 10 speak
with the candidate (or otherwise explore the candidate
turther) and obtain the candidate’s permission 1o provide
contact intormation or the candidate’s non-anonymous pro-
[ile 10 the organization. Whether the non-anonymous profile
i displayed to the organization immediately upon the deci-
sion 1o explore the candidate further or at a later point is
dependent on the configurations set by the orpanization or a
system administrator ol the system.

2. Creating, an Anonvmous Profile for a Candidate

FIG. 2 illustrates a method for creating an anonymous
profile for a candidate. The system slarls with a candidale’s
non-anonymous profile (step 2100, as the anonymous prolile
will be based on the non-anonymous profile but will exclude
or substitute certain information that is in the non-anony-
mous profile. In generating the anonymous prolile. the
system removes inlormation in the nom-anonymous profile
that personally identifies the candidate (step 220). In cerlain
embodiments, this amounts to excluding the candidate’s
name from the anonyvmous profile. In other embodiments,
the system also excludes the candidale’s street address from
the anomymous profile. “Removing™ or “excluding” data
from an anonymons profile may mean removing data that is
initially in a noo-final anonymous profile or excluding it to
begin with in generating the anonvmous profile.

In some cases. the system oulputs the anonymous prolile
alier siep 220. Howoever, in other cases, the system perlorms
steps 230 and/or 240 in creating the anonymous profile.
Steps 230 and 240 involve identifving candidate data in the
non-anonymous profile that may influence bias by a
revicwer al an organivalion, and then removing or substi-
luting such data in the anonymous prolile.

In step 230, the system removes candidate data that may
influence bias with respect 10 a defined class of bias. For
cxample, the system may remove dala that is indicative of
the candidaie’s gender. race, and/or age from the anomymous
profile. Mcthods Tor performing step 230 are deseribed in
more detail below with respect to FIGS. 3-8,

In step 240, the svstem removes from the anonymous
profile any data that is not relevant Lo the job [or which the
candidate is applying. As deseribed in more detail with
respect to FIGS. 9-11, this includes identifving what candi-
date data in the non-anonymons profile is relevant for the
particular job, and, for relevant candidate data, at what level
the data is relevant (al the base level or al an abstracted
level ).

3. Identitving Drata that May Influence Bias with
Respeet o a Delined Class of Blas

Ag indicated above, FIGS. 3-8 describe methods for
performing step 230 in FIG. 2. FIG. 3 illustrates a method
for identifving data in non-anonymous profiles that may
influence blas with respeel o a defimed class of bias. "The
system receives as an inpul a delined class ol bias. such as
race, gender, and age (step 310). The defined class may be
inputted by a svstem administrator or a nser of the system
{e.g.. an 1R manager al the hiring organization) via a user
interlace.

The system obtlains candidate data Tor sel of training
candidates, preferably from across a plurality of organiza-
tions and a variety of professions (step 320). The training
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candidate data includes their non-anonymous profiles (e.g.,
a resume. lalent profile, or enhanced talent profile) and data
that enables cach ol the candidates 1o be classified with a
class value (c.g., name or school graduation date). The
system may obtain the training candidate data from a talent
repository managed by the system (or an organization’
company) or [rom public dala sources that slore job-candi-
date/employment profiles. The system classilies cach of the
training candidates with a ¢class value (e.g., male or female)
(step 330},

The svstem obtains kev-value pairs trom the non-anony-
mous profiles ol the training candidates (step 3407, and lor
cach of a plurality of key-values pairs and combinations ol
key-value pairs, the svstem determines if the kev-valve pair
or combination of kev-value pairs is indicative of a particu-
lar class value (step 350). In response o a key-value pair or
a4 combination ol key-value pairs being indicative of a
particular class value, the system concludes that the key-
value pair or combination of key-value pairs may intluence
bias with respect 10 the defined class (step 360). In creating
an anonymous profile [ora candidate. the system removes or
substitules (with class-neutral data) the key-value pairs and
combination of key-value pairs identified as influencing bhias
with respect to the defined class (step 370). For example, the
system may remove kev-value pairs from the anonymous
proiile that are indicative ol race. gender. andfor age. “Neu-
tral” data that serves as a substitule [or key-value pairs may
be an abstracted form of the kev-value pair. For example, a
particular US college may be replaced with an abstracted
value ol the college. such as “d-year US college.”

3.1 Determining whether a Key-Value Pair is Indicative ol
a Particular Class Value

FIG. 4 illustrates a method for determining whether a
kev-valve pair is indicative of a particular class valve. This

methad is referred o herein as the “threshold method™ in 3

order to distinguish it [rom the method of UVIG. 5. which is
referred (o as the “machine leamning method.” For cach of a
plurality of key-valve pairs and combinations of kev-value
pairs in the non-anonymous profiles of the training candi-
dales. the syslem maintaing a count ol the number of times
the key-value pair or the combination of key-value pairs
appears for each of the class values (step 410), and deter-
mines whether the kev-value pair or the combination
{(whichever is applicable) is associated with a class value for
more than a threshoeld percentage (e.g., 80%) ol candidales
in the raining set (step 420). 11 a key-value pair or a
combination of kev-valve pairs is associated with a particu-
lar class value for more than the threshold percentage of
candidates, the system concludes the key-value pair or the

combination of key valuc-pairs {(whichever is applicable) is =

indicative ol the class value and. thus, may influence bias
with respect to the defined class (step 430).

FIG. § illustrates an alternate method for determining
whether a key-value pair is indicative ol a particular class

value. This method uses a neural network. such as a deep s

neural network, and, as stated above, is referred 1o herein as
the “machine-learning method.” For each of the candidates
in the training set, the system creates an input vector for the
candidate with a plurality of key-value pairs and combina-
tion of key-value pairs oblained from the training candi-
date’s non-anonyimous profiles (step 510). The input vectors
may ineclude all the kev-value pairs in the non-anonymous
proiiles or just a subsel o key-value pairs. To train a neural
nelwork. the system inpuls the vectors [or cach ol the
training candidales inte the neural nelwork. along with a
corresponding target variable for each of the candidates that
indicates the class valvue of the candidate (step 520). The
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result is a neural network that is trained to predict the
probability thal a key-value pair or combination ol key-
value pairs is associated with a particular class value (step
5300, l'or a key-value pair or a combinalion ol key-value
pairs having more than a threshold probability (e.g., 50%) of
being associated with a particular class value, the system
concludes (hat the key-value pair or the combination of
key-value pairs (whichever s applicable) is indicative of
class valve, and, thus, may influence bias with respect to the
class (step 540).

The methods of FIGS. 4 and § could be applied 10 just
individual key-value pairs {and nol combinalions ol key-
value pairs).

3.2 Example Method for Identifving Kev-Value Pairs that
May Influence Gender Bias.

FIG. 6 illustrates an example method for identilying
key-value pairs thal may inllucnce gender bias. This
cxample uses the threshold method deseribed above with
respect 1o FI1G. 4, but the machine learning method could be

20 vsed instead. Census data is inputted or inported into the

system. which analyzes the data 1o identily male and female
names (step 610). Specilically. names used lor a threshold
percentage (e.g., 90%) of one gender are classified as
associated with that gender. The system uses this informa-
tion 1o classity each candidate in the training set as female,
male, or unknown based on the candidale’s name (step 620).

l'or cach ol a plurality ol key-valuc pairs and combina-
tions of kev-value pairs in the non-anonyvimous profiles ot the
training candidates, the svstem maintains a count of the
number ol times (he key-value pair {or the combinalion)
appears for male candidales and the number of tmes the
key-value pair (or the combination) appears [or lemale
candidates (step 630), and determines whether the kev-value
pair or the combination (whichever is applicable) is associ-
aled with a particular gender [or more than a threshold
pereentage (e.g.. 80%) of candidales in the training sel (step
6407, [ a key-value pair or a combination ol key-value pairs
is associated with a particular gender for more than the
threshold percentage of candidates, the system concludes the
key-value pair or the combination ol key valuc-pairs {(which-
cver is applicable) is indicative ol the class value and, thus,
may inflvence gender bias (step 650).

3.3 Example Method for Identifving Kev-Value Pairs that
may Influence Race Bias

FIG. 7 illustrates an example method for identilying
key-value pairs that may inlluence race bias. This example
vses the machine-learning method described above with
respect to FIG. 5, but the tlreshold method could be used
instead. Census data is inputled or imported inlo the system,
which analyves the data o associale names with races (slep
7107, Specilically. names used lor a threshold pereeniage
{e.g., 90%) of one race are classified as associated with that
race value. The system vses this information 1o classity each
candidate in the training set with a race value (which may
include “unknown™) based on the candidale’s name (step
720).

For each of the training candidates, the system creates an
input vector for the training candidate with a plurality of
key-value pairs and combination ol key-value pairs obtlained
from the training candidale’s non-anonymous profile (step
730). To train a nevral networlk, the system inputs the vectors
for each of the training candidates into the nevral network,
along with the candidale’s race value (step 7400, "The resull
i & neural network that s trained 1o predict the probability
thal a key-value pair or a combination of key-value pairs is
associated with a particular race valve (step 750). For a
kev-valve pair or a combination of kev-value pairs having
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more than a threshold probability (e.g., 90%) of being
associaled with a particular race value. the system concludes
that the key-value pair or the combination of key-valuc pairs
{(whichever 1s applicable) is indicative of race value. and.
thus, may intluence racial bias (step 760).

3.4 Example Method for Identitving Kev-Value Pairs that
May Influcnce Age Bias.

IFI¢r. 8 illustrates an example method lor identilfying
key-value pairs (hal may inlluence age bias. This example
nses the threshold method described above with respect to
FIG. 5, but the machine learning method could be used
instead. The system analyzes high school or college gradu-
alion dales. and uses these dales o classily cach ol the
candidates in a training ser with an age range value (e.g.,
20-30 vears old, 30-40 vears old, etc.) (step 810). For
example, in the vear 2020, the system may classity someone
that graduated [rom college in the year 2018, with a “20-
30-year-0ld” age range.

For each of a plurality of kev-value pairs and combina-

tions of key-value pairs in the non-anonymous profiles of the 2

training candidates, the syslem maintaing a count ol the
number ol times the key-value pair {or the combination)
appears [or cach ol the age ranges (step 8200, and determines
whether the kev-value pair or the combination (whichever is
applicable) is associated with a particular age range for more
than a threshold percentage (c.g.. 80%) of candidaies in the
training sel (step 8307, I a key-value pair or a combination
of kev-valve pairs is associated with a particular age range
for more than the threshold percentage of candidates, the

system concludes the kev-value pair or the combination of 2

key value-pairs (whichever is applicable) is indicative ol age
and, thus, may influence age bias (siep 840).

4. Further Embodiments—Abstracting Candidate
Data (o Relevant Levels

In certain embodiments, crealing an anonymous prolile
for candidate also includes removing any data that is not
relevant to the job role for which the candidate is applyving.
The methods deseribe above with respect o PIGK. 3-8
reduce the likelihood that a reviewer is infllucnced by a
known tvpe of bias, such as gender, race, or age, whereas
abstracting candidate profiles to only what is relevant for a
job also reduces the likelihood of a reviewer being intlu-
enced by reviewer-specilic biases thal may be unknown Lo
the organization. For example. a parlicular revicwer may
make assumptions about a candidate based on a hobby listed
by the candidate, and the candidate’s hobbies may not be
relevant [or oblaining or succeeding al the job for which the
candidale is applying.

I'I¢r. 9 illustrales a method lor abstracting candidate dala
1o relevant levels for a job role. The system identifies the
kevs (i.e., the fields) in a non-anonvimous profile that are
relevant for a job role using training candidate data, prefl-

crably [rom across a plurality ol organivzations (step 910). s

The training candidate data may be obtained from a talent
repository maintained by the svstem or an organization, or
from public data sources with emplovment profile data.
Mcthods Tor perlorming this step are deseribed with respoct
o FIGE. 10-11. I key-value pairs have already been climi-
nated or substituted in accordance with the method of FIG.
3, then this is performed for the remaining kevs in the
candidale’s non-anonymous profile.

I'or cach ol the relevant keys. the system identifies at what
level the key malters most for the job role (step 9200, In
other words, for each of the relevant lkevs, the system
identifies whether the actual value for the key matters most
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or whether an abstracted value tor a key matters most. For
cxample, for the “universily”™ key, docs the particular uni-
versily attended by a candidale maller or is whether a
candidate wenl 1o a top 20% school (an abstracted value)
what matters?

In creating the anonyvmous profile for the candidate, the
system excludes any key-value pairs that are in the non-
anomymous profile but are irrclevant lor the job role (step
930). For each of the relevant keys in which an abstracted

> value matters most for the job role, the svstem determines

whether the candidate’s actual value for the key is encom-
passcd by the relevant abstracted value (step 940). Lor
example, il what mallers most Tor the “universily”™ key is
whether a candidate went to a top 20% school, then system
determines whether the vniversity attended by the candidate
s a lop 20% school. They system may use published or
inpuited universily rankings (o make this delermination.

Il the candidate’s actual value in hisfher non-anonymous
profile is encompassed by the relevant abstracted value, the
svstelm replaces the key-value pair in the candidate’s non-
anomymous profile with the relevant abstracted value in the
anonymous profile (step 930). lior cxample, the system may
replace “Massachusetts Institute of Technology™ in a non-
anonymous profile with “top 20% of engineering schools™ in
the anonymous profile. Otherwise, the system either
excludes the key-value pair from the anonymous prolile or
replaces the key-value pair with an abstracied value relevant
to the candidate in the anonymous profile, depending on how
the system is configured (also step 950). For example, it the
candidate allended a 4-year college that is not ranked in the
lop 20% ol schools (according Lo the ranking(s) used by the
system). then the system may nol specily college informa-
tion for the candidate or the system may replace the candi-
date’s specific college with something like “US university.”
Key-value pairs that are nol abstracted or removed in
accordance with siep 950 {or other methods deseribed
herein) remain in the anonymous profile.

It a candidate applies for multiple job positions at an
orpganization, then the system may create al anonynous
profile for the candidate for cach ol the job roles. as what is
relevant for one job role may not be relevant for another job
role,

4.1 Identifving Relevant Keys and Abstraction Levels for
Key-Value Pairs

FIGS. 10 and 11 illustrate two dilferent methods  Tor
determining which keys in the non-anonymous profile arc
relevant for a particular job role and, for kevs that are
relevant, determining at what level the key matters most
{i.c.. al the base level or al an abstracted Tevel). FIG. 10 uses
4 neural network. and VIG. 11 uses data from “ideal candi-
dates™ for a job position.

Turning to FIG. 10, the system obtains non-anonymons
profiles for a set of training candidates, preferably compris-
ing people rom across a plurality of organivalions (step
1010}, The training set includes both people who have never
held the applicable job role and people who currently have
or have previously had the applicable job role. The system
divides the candidates in the training set into two groups:
One group with people who have or have had the applicable
job role. and one group with people who have not held the
applicable job role (step 1020). For each candidate in the set,
the svetem inputs kev-value pairs from the candidate’s
non-anonymous profile (in the lorm of an input vector) inlo
a neural network. along with a largel variable indicaling
whether the candidate has {or has had) the job role. In one
embodiment, the neural network is a recurring heural net-
work (RNNJ.
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For each of a plurality of kevs in the candidate data, the
syslem computes, using (he neural network, how well actual
values [or the keys and absiractions of values for the keys
predict the job role (step 10400, The “abstracted values™ may
be preconfigured by a system administrator or may be
determined avtomatically by clustering values for keys into
groups, where @ group encompasses mulliple values. The
syslem may (est mulliple abstraction levels Tor a key.

II'an actual value lor a key or an abstraction ol a key’s
value is a good predictor for the job role, the system
concludes that the key is relevant (step 1050). The level (i.e.,
the base level or an absiracied level ) that is the best predictor
ol the job role is the level that mailers most [or the key. or
example, tor the “undergradvate college™ key, if “top 20%
school™ is a better predictor than a particular university
value (e.g., “Stantord”), then “top 20% school,” which is an
abstracted value, is the Tevel that maiters most for that key.
Conversely, 1 Tor the “skills™ key. the value “java™ is a beller
predictor for a job role than an abstracted valve that encom-
passes a wider range of skills, then the base level (ie., the
actual value) lor the key is the level that matters most for that
key. I neither the actual values Tor a key. nor abstractions ol
values [or a key, are good prediclors. the system concludes
that the key is not relevant for the job role (step 1060},

FIG. 11 illustrates an alternate method for identifving the
relevant keys and abstraction levels for a job role. The
system identifics a plurality ol “ideal candidales,” across
organizations, for a job role, and retrieves non-anonymous
profiles for the ideal candidates (“the ideal candidate data™)

(steps 1110, 1120). In one embodiment, the syvstem obtains 3

ideal candidate data using a calibrated job profile lor the job
role. Calibrated job profiles are described in LS. patent
application Ser. No. 16/121,401 which is incorporated by
reference herein above,

For each of a plurality of kevs in the ideal candidate data, *

the system determines 11 any actual values or the key and
any abstractions of values lor the key apply o a least a
threshold percentage (e.g., 80%) of ideal candidates (step
1130). It no actual valve or abstraction of valuves is appli-
cable 1o at least a threshold number ol ideal candidates. the
syslem concludes that the key is not relevant [or the job role
(step 1140). [Tone or more aclual values or abstracted values
is applicable 1o at least a threshold number of ideal candi-
dates, the system concludes that the keyv is relevant for the
job role (step 1150). The lowest level applicable o a
threshold pereentage ol ideal candidates is the level that
matters most for the job role. For example, if both an
abstracted value for a key and a particular actual value tor
a kev apply to at least a threshold percentage of ideal

candidates, the base level (actual value) lor the key is the =

level that matiers most [or that key.

5. Use of Non-Anonymous Profiles in Ranking
Candidates lor a Job Position

Ag stated above, the method mayv be performed by a
computer system that identifies candidates for job positions.
In certain embodiments, for each open job position at an
organizalion, the system displays a ranked 1ist ol candidales
in a user inlerface for the organization. where the rankings
are based on a match score. An example of the matching
process is described in U.S. patent application Ser. No.
16/121,401 {incorporated herein above).

In one embodiment, the sysiem caleulales the malch score
and ranks candidates based on the data in the non-anony-
mous profile {e.g., an enriched talent profile), but, when a
nser at an organization ¢licks on a candidate in the ranked
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list, the svstem initially displays the anonymous profile for
the candidate. The non-anonymous profile used for the
ranking may be displayed al a later point il the organizalion
deeides 10 explore the candidate [urther.

6. General

The methods deseribed herein are embodied in sollware
and perlormed by a computer syslem (comprising one or
more computing devices) executing the soffware. A person
skilled in the art would understand that a computer system
has one or more memory wvnits, disks, or other physical,
compuler-readable  slorage media lor storing  sollware
instructions, as well as one or more processors lor exeeuling
the soltware instructions.

Ag stated an example of a computer system for perforn-
ing the methods described herein is set forth in LS. patent
application Ser. No. 16/121,401 (incorporated  herein

. dbove). In addition o the sollware modules deseribed in

UL, patent application Ser. No. 16/121,401, the system may
have a soltware module Tor performing the methods
described herein.

Az will be understood by those tamiliar with the art, the
invention may be embodied in other specific torms without
departing from the spirit or essenlial charactleristics thereol.
Accordingly, the above disclosure is intended 1o be illustra-
tive. but not limiting. ol the scope ol the invention. which is
set forth in the following claims.

The invention claimed is:

1. A method lor enabling anonymous application lor a job
position al an organization, the method comprising: receiv-
ing. by one or more hardware processors ol a compuler
svstelm, candidate data of a candidate for the job position;
generating, by the one or more hardware processors, a
non-anonymous candidate profile based on the candidate
datay generaling, by the one or more hardware processors. an
anomymous prolile ol the candidate by removing or substi-
luting at least one data ilem in the non-anonymous candidale
profile, wherein generating, by the one or more hardware
processors, the anonvmous profile of the candidate com-
prises: identifving data items in the non-anonymous candi-
date profile. wherein each ol the data items is indicative of
influence ol a defined class of bias including at Teast one ol
a gender bias, a race bias, or an age bias, and wherein each
of'the data items is associated with a key and a value forming
a key-value pair: caleulaling, using a neural nelwork
executed by the one or more hardware processors, a prob-
abilily valuc ol cach dala item being assoclaled with a class
value, wherein the neural network is trained vsing training
data; and responsive 1o determining that the probability
value exceeds a threshold value, removing the correspond-
ing key-value pair or substituling the value ol the key-value
pair of the corresponding data item using a second value;
identifyving data items in the non-anonymons profile that are
irrelevant for the job position for which the candidate is
applying: and excluding the data ilems (hat are irrclevant lor
the job position rom (he anonymous profile: and presenting
the anonymous profile in a vser intertace while maintaining
hidden an identity of the candidate to the organization.

2. The method ol claim 1. further comprising:

receiving an indication ol a candidale’s clection 1o anony-

mously apply [or the job position;

providing, through the vser interface, an organization an

option 10 reject or pursue the candidate;
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i1 response to the organization rejecting the candidate,
notilying the candidate of the rejection while maintain-
ing hidden the identity of the candidale o the organi-
sation: and

i1 response to the orpanization electing to explore the

candidate further, providing the organization a commu-
nication link o contact the candidale.

3. The method of claim 1. [urther comprising:

i1 response to the orpanization electing to explore the

candidate further, enabling the organization to view the
non-anonymous candidate profile at a current time or a
later time.

4. The method ol claim 1, Turther comprising: identifying
keys in the non-anconymous candidate profile that are rel-
evant for the job position vsing candidate data across a
plurality of organizations: and lor cach of a plurality ol
relevant keys in the non-anonymous candidate prolile, deter-
mining whether an actual value [or the key matlers most for
the job position or whether an abstracted value tor the key
matters most for the job position, wherein generating the
anonymous profile further comprising: excluding key-value
pairs rom the anomymous prolile that correspond 1o keys
identified as irrelevant for the job position; and for a
key-valve pair corresponding 1o a relevant kev in which an
abstracted value for the key matters most for the job posi-
tion, determining whether the candidate’s actual value for
the key is encompassed by the abstracied value that matiers
most and performing the following: in response to the
abstracted value encompassing the candidate’s actual valve

lor the key. replacing the value n the key-value pair with the 3

abstracted value in the anonymous prolile: and in response
1o the abstracted value nol cncompassing the candidate’s
actual value for the key, replacing the value in the key-value
pair with a relevant abstracted valve for the candidate or
excluding the key-value pair from the anonymous prolile.

5. The method ol claim 4. wherein identilying the keys in
the non-anonymous candidale prolile thal are relevant for
the job position comprises:

using the nevral network to caleulate how well kev-value

pairs and abstractions ol key-value pairs predict a
person with the job posilion across a plurality ol
orpanizations.

6. The method of ¢laim 5, wherein a kev is considered
relevant for the job position in response to a value for the key
or an abstraction of values lor the key corresponding o a
threshold percentage of people dentified as ideal candidates.

7. A non-transitory computer-readable medivm compris-
g a computer program, that when executed by one or more
hardware processors ol a compuler syslem, cnables the one

or more hardware processors o perform the following =

operalions [or enabling anonymous application Tor a job
position at an organization, the operations comprising:
receiving, by the one or more hardware processors, candi-
dale dala of a candidale lor the job position; creating a

non-anonymous candidate profile lor the candidate based on =

the candidate data; generating, by the one or more hardware
processors, an anonvmwous profile of the candidate by
removing or substituting at least one data item in the
non-anonymous candidale profile. wherein gencraling. by
the ome or more hardware processors, the anonymous profile
of the candidate comprises: identifving data items in the
nop-anonymous candidate profile, wherein each of the data
items 1 indicative of influcnce ol a deflined class ol blas
including at least one of a gender bias, a race bias. or an age
bias, and whercin cach of the dala items 1s associated wilh
a key and a valve forming a key-value pair; calculating,
nsing a nevral network executed by the one or more hard-

—
1

40

45

.t

Gl

G5

12

ware processors, a probability valve of each data item being
associaled with a class value, wherein the neural neiwork is
trained using training data: and responsive o delermining
that the probability value execeds a threshold value, remov-
ing the corresponding data item or substituting the value of
the kev-value pair of the corresponding data item vsing a
second value; identilying data ilems in the non-anonymous
profile that are irrclevant for the job position lor which the
candidate is applying; and excluding the data items that are
irrelevant for the job position trom the anonymous profile;
and presenting the anonymous profile in a vser intertace
while maintaining hidden an identity of the candidate 1o the
organization.

8. The non-transitory computer-readable medinm of ¢laim
7. wherein the operations forther comprise:

receiving an indication ol a candidale’s clection 1o anony-

mously apply [or the job position;

providing, through the user inlerlace. an organization an

option 10 reject or pursue the candidate;

in response 10 the organization rejecting the candidate,

noelilying the candidale ol the rejection while maintain-
ing hidden the identity ol the candidaie to the organi-
zation; and

in response 1o the organization electing to explore the

candidate further, providing the organization a commu-
nication link (o contact the candidate.

9. The non-transitory compuler-readable medium ol claim
7. wherein the operations forther comprise:

in response 1o the organization electing to explore the

candidate [urther, enabling the organization 1o view the
nom-anonymous candidale profile atl a current lime or a
later time.

10. The non-transitory computer-readable medium of
claim 7, wherein the operations further comprise: identify-
ing keys in the nom-anonymous candidale profile that arc
relevant [or the job position using candidale data across a
plurality ol organizations; and lor cach ol a plurality ol
relevant kevs in the non-anonymous candidate profile, deter-
mining whether an actual valve tor the key matters most for
the job positiom or whether an abstracted value lor the key
matlers most for the job posilion. whercin generating the
anonymous profile further comprising: excluding kev-value
pairs from the anonymous profile that correspond to kevs
identified as irrelevant for the job position; and tfor a
key-value pair corresponding o a relevant key in which an
absiracied value for the key matlers most for the job posi-
tion, determining whether the candidate’s actual value for
the keyv is encompassed by the abstracted value that matters
most and performing the ollowing: in response o the
absiracled value encompassing the candidate’s aclual value
for the key, replacing the value in the key-value pair with the
abstracted value in the anonymous profile; and in response
to the abstracted value not encompassing the candidate’s
actual value lor the key, replacing the value in the key-value
pair with a relevant absiracled value for the candidate or
excluding the kev-value pair from the anonymous profile.

11. The non-transitory computer-readable medium of
claim 10, wherein identifving the keys in the non-anony-
mous candidate profile that are rélevant for the job posilion
comprises:

nsing the neural network to calculate how well kev-value

pairs and abstractions of key-value pairs predict a
person with the job position across a plurality ol
organizalions.

12. The non-transilory compuler-readable medium ol
claim 11, wherein a key is considered relevant for the job
position in response to a value for the kev or an abstraction
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of values tor the key corresponding to a threshold percent-
age ol people identified as ideal candidates.

13. A computer system [or enabling anonymous applica-
tion for a jolr position at an organization, the system com-
prising: one or more memory; and one or more hardware
processors o receive candidale data of a candidate lor the
job position: generale a non-anonymous candidale profile
based on the candidate data; generate an anonymous profile
ot the candidate by removing or substituting at least one data
irem in the non-anonymous candidate profile, wherein to
generale the anonymous prolile ol the candidale, the one or
more hardware processors are [urther wo: identily data items
i1 the non-anonymous candidate profile, wherein each of the
data items is indicative of influence of a defined class of bias
including at least one of a gender bias, a race bias. or an age
bias, and whercin cach of the dala items 1s associated wilh
4 key and a value lorming a key-value pair; caleulale, using
a neural nerwork executed by the one or more hardware
processors, a probability value of each data item being
associated with a class value. wherein the neural network is
trained using training dala; and responsive lo delermining
that the probability value exceeds a threshold value, remove
the corresponding kev-value pair or substitute the value of
the kev-value pair of the corresponding data item using a
socond value; identily data lems in the non-anonymous
proiile that are rrelevant lor the job position [or which the
candidate is applying; and exclude the data items that are
irrelevant for the job position from the anonvmous profile;
and present the anonymous profile in a user inlerface while

maintaining hidden an idenlity ol the candidate w0 the |

organization.
14. The system of claim 13, wherein the one or more
hardware processors are further to:
receive an indication ol a candidale’s clection (o anomny-
mously apply lor the job position:

provide, through the user interface, an organization an

option to reject or pursue the candidate;

i1 response to the organization rejecting the candidate,
notily the candidate ol the rejection while maintaining
hidden the identity ol the candidate (o the organization:
and

i1 response to the orpanization electing to explore the
candidate [urther, provide the organization a commu-
nication link o contact the candidale.
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15. The svstem of claim 13, wherein the one or more
hardware processors are Turther Lo

in response o the organization clecting o explore the

candidate lurther. cnable the organization o view the
hop-anonymous candidate profile at a corrent time or a
later time,

16. The svstem of claim 13, wherein the one or more
hardware processors are [urther (o0 identily keys in the
non-anonymous candidale profile that are relevant for the
job position vsing candidate data across a plurality of
organizations; and for each of a plurality of relevant kevs in
the non-anonymous candidate profile, deterimine whether an
actual value [or the key matlers most lor the job position or
whether an absiractled value lor the key matiers most lor the
jol position, wherein to generate the anonymous profile, the
oble or more hardware processors are further to: exclude
key-value pairs [rom (he anonymous proiile that correspond
o keys identified as irrelevant lor the job position; and lor
# key-value pair corresponding 1o a relevant key in which an
abstracted valve for the key matters most tor the job posi-
tion, determine whether the candidate’s actual value for the
key is encompassed by the abstracled value thal mallers
most and [urther o in response o (he abstracted value
cncompassing the candidate’s actual value lor the koey,
replace the valve in the key-valve pair with the abstracted
value in the anonymous profile; and in response to the
absiracied value not encompassing the candidate’s actual
value [or the key, replace the value in the key-value pair with
a relevant abstracted value for the candidate or excluding the
kev-valvue pair from the anonvimous profile,

17. The system of claim 16, wherein 1o identify the kevs
in the non-anomymous candidate profile that are relevant lor
the job position. the one or more hardware processors arc
turther to:

use the neural network to calculate how well key-value

pairs and abstractions of key-value pairs predict a
person with the job position across a plurality ol
organizalions.

18. The syvstem of ¢laim 17, wherein a key is considered
relevant for the job position in response 1o a value for the key
or an abstraction ol values lor the key corresponding o a
threshold percentage ol people identified as ideal candidates.



